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INTRODUCAO

A presenca crescente da Inteligéncia Artificial Generativa no ensino
superior constitui um dos fendmenos mais discutidos, e
simultaneamente mais mal compreendidos, do debate educativo
contemporaneo. A rapidez com que estas tecnologias passaram do
dominio especializado da investigacao em ciéncia computacional para o
uso quotidiano de docentes e estudantes colocou as instituicoes de
ensino superior perante desafios inéditos, que nao podem ser resolvidos
apenas com respostas técnicas ou normativas.

Este livro parte do pressuposto de que a Inteligéncia Artificial Generativa
nao é, em primeiro lugar, uma questao tecnoldgica, mas uma questao
pedagdgica, epistemoldgica e ética. Ao intervir diretamente em praticas
centrais da vida académica — como a escrita, a avaliacao, a producao de
conhecimento, a mediacao pedagdgica e a investigacao — a A generativa
convoca uma reflexao profunda sobre o que significa ensinar e aprender
no ensino superior, sobre o estatuto do conhecimento académico e sobre
a responsabilidade intelectual dos seus agentes.

Nos ultimos anos, o debate publico sobre a IA na educacao tem sido
marcado por duas posicoes extremas: por um lado, discursos entusiastas
que apresentam estas tecnologias como solucao inevitavel para
problemas estruturais do ensino superior; por outro, respostas
defensivas que se centram quase exclusivamente na proibicao, na
vigilancia e na detecao de usos indevidos. Ambas as posicoes se revelam
insuficientes. Como varios investigadores tém sublinhado, a inovacao
pedagdgica nao decorre automaticamente da adocao de novas
tecnologias, nem a integridade académica se garante apenas através de
mecanismos de controlo.

Neste contexto, torna-se necessario criar espacos de reflexao informada
que permitam aos docentes do ensino superior compreender o



funcionamento da Inteligéncia Artificial Generativa, reconhecer os seus
limites e avaliar criticamente as suas implicacoes educativas. Este é o
propdsito central deste livro.

A obra dirige-se a docentes do ensino superior e foi concebida para
aprendizagem auténoma, sem mediacao externa e sem avaliacao formal.
As atividades propostas ao longo dos capitulos tém natureza
exclusivamente reflexiva, procurando apoiar o leitor na analise critica da
sua propria pratica, no questionamento de pressupostos e na construcao
de um posicionamento pedagdgico consciente face a IA generativa.

Do ponto de vista conceptual, o livro assenta em trés eixos fundamentais.
Em primeiro lugar, um enquadramento epistemoldgico, que clarifica o
que a Inteligéncia Artificial Generativa é — e, sobretudo, o que nao é —
evitando leituras antropomodrficas ou tecnodeterministas. Em segundo
lugar, uma analise pedagdgica sustentada em teorias da aprendizagem
consolidadas, que permite discutir a integracao da IA sem abdicar de
principios como a aprendizagem profunda, o pensamento critico e a
autoria académica. Em terceiro lugar, uma abordagem ética e politica,
ancorada em referenciais internacionais e na pedagogia critica, que
problematiza questdes de equidade, justica social, governacao
institucional e responsabilidade profissional.

Ao longo dos capitulos, a Inteligéncia Artificial Generativa é analisada
como fendmeno sociotécnico, inserido em contextos institucionais,
culturais e histdricos especificos. Evitam-se leituras universalizantes ou
prescritivas, privilegiando uma andlise situada, que reconhece a
diversidade de dreas cientificas, praticas docentes e realidades
institucionais no ensino superior.

Este livro ndao pretende oferecer receitas, listas de ferramentas ou
modelos prontos a aplicar. Pelo contrdrio, assume que a docéncia
universitaria € uma pratica intelectual complexa, que exige julgamento,
reflexao e responsabilidade. A Inteligéncia Artificial Generativa pode



apoiar essa pratica, desafid-la ou mesmo expor fragilidades existentes,
mas nao a substitui.

Num momento em que a autoridade textual pode ser simulada por
algoritmos e em que a rapidez da producao ameaca obscurecer a
profundidade do pensamento, torna-se ainda mais relevante reafirmar o
papel do docente enquanto mediador critico, garante de rigor cientifico e
agente ético. E a partir desta conviccao que este livro se constroi.

A forma como o ensino superior responderd a Inteligéncia Artificial
Generativa nao esta predeterminada. Dependera das escolhas
pedagdgicas, institucionais e éticas feitas no presente. Espera-se que
este livro contribua para que essas escolhas sejam informadas, criticas e
coerentes com os valores que historicamente sustentam a educacao
superior.



CAPITULO1

INTELIGENCIA
ARTIFICIAL
GENERATIVA E ENSINO
SUPERIOR:
ENQUADRAMENTO
CRITICO,
EPISTEMOLOGICOE
PEDAGOGICO

crescente presenca da Inteligéncia Artificial (IA) no ensino superior

tem sido frequentemente apresentada como um processo inevitavel
de modernizacao tecnoldgica. Contudo, esta narrativa de inevitabilidade
tende a ocultar uma questao fundamental: a IA nao é, em primeiro lugar,
um problema técnico, mas um problema educativo, epistemoldgico e
ético. Como argumenta Selwyn (2022), discutir tecnologia na educacao
sem discutir valores, poder e conhecimento equivale a reduzir a educacao
a um exercicio de eficiéncia operacional.



No caso especifico da Inteligéncia Artificial Generativa (IAG), esta
problematica torna-se particularmente relevante. Ao intervir diretamente
em prdticas centrais da academia — escrita, leitura, avaliacao,
investigacao e producao de conhecimento — a IAG coloca em causa
pressupostos historicamente estabilizados sobre autoria, originalidade,
competéncia e aprendizagem. Nao se trata, portanto, de uma ferramenta
periférica, mas de uma tecnologia que toca o cerne da atividade
académica.

Holmes, Bialik e Fadel (2019) sublinham que a IA deve ser entendida
como um sistema sociotécnico, isto €, um conjunto de artefactos técnicos
inseparaveis dos contextos sociais, institucionais e culturais em que sao
utilizados. Esta perspetiva é particularmente relevante no ensino
superior, onde a legitimidade do conhecimento depende de critérios
cientificos, éticos e comunitdrios rigorosos.

Grande parte do discurso publico e institucional sobre IAG na educacao
assenta numa ldgica de solucionismo tecnoldgico (Morozov, 2013),
segundo a qual problemas complexos de ensino e aprendizagem seriam
resolvidos através da introducao de sistemas automatizados. Esta ldgica
ignora evidéncia empirica consistente de que os principais desafios do
ensino superior — desigualdades de acesso, massificacao, precarizacao
do trabalho docente, pressao avaliativa — sao estruturais e nao técnicos.

Por sua vez, Selwyn (2022) alerta para o risco de a IA ser utilizada como
resposta simplificada a problemas que exigem solucées pedagdgicas,
politicas e organizacionais. A introducao de ferramentas de IA pode,
inclusivamente, agravar desigualdades existentes, ao favorecer
estudantes com maior capital digital ou instituicbes com maior
capacidade financeira.

Deste modo, falar de inovacao pedagdgica com IA exige um
posicionamento critico que recuse tanto a rejeicao tecnofdbica como a
adesao acritica. A questao central nao € “usar ou nao usar IA’”, mas com
que finalidades educativas, sob que condices e com que limites.



A introducao da IAG no ensino superior tem sido acompanhada por
discursos que anunciam a “transformacao” ou mesmo a “obsolescéncia”
do papel docente. Estas narrativas carecem de fundamentacao cientifica
e revelam uma compreensao redutora da docéncia universitaria.

Laurillard (2012) conceptualiza o ensino como um processo de design
pedagdgico complexo, que envolve interpretacao, mediacao, feedback e
ajuste continuo. Nenhuma destas dimensoes pode ser automatizada
sem perda significativa de qualidade educativa. A IAG pode apoiar
processos periféricos, mas nao substitui o conhecimento pedagdgico, a
leitura contextual nem a responsabilidade ética do professor.

Por sua vez, Luckin (2018) propde o conceito de inteligéncia aumentada,
sublinhando que o valor da IA reside no seu potencial de amplificar
capacidades humanas, nao de as substituir. Neste quadro, o docente
assume um papel ainda mais central: curador de informacao, mediador
critico, garante de rigor cientifico e agente de humanizacao da
aprendizagem.

Knox (2023) reforca, ainda, esta ideia ao afirmar que a docéncia na era da
IA exige uma literacia critica que permita aos professores
compreenderem nao apenas como as tecnologias funcionam, mas
também como moldam praticas, discursos e relacées de poder no ensino
superior.

Um dos riscos mais discutidos na literatura recente prende-se com a
capacidade da IAG produzir textos fluentemente articulados, com
aparéncia académica, mas desprovidos de validacao cientifica. Neste
contexto, Floridi (2019) descreve este fendmeno como uma producao
sintaticamente coerente, mas semanticamente vazia, quando avaliada a
luz dos critérios do conhecimento cientifico.

No ensino superior, onde a autoridade textual esta historicamente
associada a competéncia intelectual, este fendmeno pode gerar uma
ilusao de aprendizagem e de dominio concetual, tanto em estudantes



como em docentes. Zawacki-Richter et al. (2019) alertam que a fluéncia
linguistica nao deve ser confundida com compreensao concetual ou
pensamento critico.

Este risco reforca a necessidade de uma abordagem pedagdgica que
utilize a IA nao como substituto da aprendizagem, mas como objeto de
andlise critica, expondo os seus limites, erros e enviesamentos como
parte do processo educativo.

A integracao da IA generativa deve, portanto, ser enquadrada numa
pedagogia critica da tecnologia. Paulo Freire (1996) ja alertava que
nenhuma tecnologia € neutra e que a educagao deve sempre perguntar a
favor de quem e contra quem se desenvolvem determinadas praticas.

Aplicado a IAG, este principio implica questionar:

- Quem define os modelos e os dados que os treinam?

- Que visoes de conhecimento e de sucesso académico sao privilegiadas?
- Que prdticas sao normalizadas ou marginalizadas?

Uma pedagogia critica da IAG no ensino superior nao procura apenas
ensinar com tecnologia, mas ensinar sobre a tecnologia, capacitando
docentes e estudantes para uma relacao reflexiva, ética e
intelectualmente exigente com sistemas algoritmicos.

Assim, a transformacao digital do ensino superior exige o
desenvolvimento de novas competéncias profissionais que combinam
dominio pedagdgico, literacia tecnoldgica e consciéncia ética:



Figura1

Competéncias docentes na era da IAG
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Reflita criticamente sobre as seguintes questoes:

1. Que discursos institucionais sobre IA tem observado no seu contexto

profissional?

2. Em que medida esses discursos privilegiam eficiéncia tecnoldgica

em detrimento de objetivos pedagdgicos?

3. Que papel considera que o docente do ensino superior deve assumir
face a crescente automatizacgao de praticas académicas?



Redija um texto reflexivo entre 200 e 250 palavras. Este texto servira
como ponto de referéncia para as reflexoes desenvolvidas ao longo do
livro.



CAPITULO 2

FUNDAMENTOS
CIENTIFICOS DA
INTELIGENCIA
ARTIFICIAL
GENERATIVA: LIMITES
TECNICOS,
IMPLICAGOES
EPISTEMOLOGICAS E
DESAFIOS
PEDAGOGICOS

No ensino superior, a legitimidade do conhecimento assenta na
compreensao dos seus fundamentos, dos seus limites e dos critérios
que sustentam a sua validade. A IAG, apesar da sua crescente presenca
em praticas académicas, é frequentemente utilizada sem uma



compreensao minimamente rigorosa do seu funcionamento. Esta lacuna
nao é apenas técnica. E sobretudo epistemoldgica.

Como argumenta Floridi (2019), a auséncia de literacia concetual sobre
sistemas algoritmicos favorece interpretacdes erréneas sobre o estatuto
do conhecimento produzido por maquinas. No contexto de ensino
superior, esta confusao pode comprometer principios centrais como a
autoria, a originalidade, a argumentacao fundamentada e a
responsabilidade intelectual.

Assim sendo, compreender a bhase cientifica da IAG nao tem como
objetivo transformar docentes em especialistas em ciéncia
computacional, mas preservar a autonomia epistemoldgica da docéncia e
da investigacao.

A IA é geralmente definida como o campo da ciéncia computacional
dedicado a concecao de sistemas capazes de executar tarefas que,
guando realizadas por humanos, exigiriam inteligéncia (Russell & Norvig,
2021). Esta definicao é funcional e deliberadamente limitada: ndo implica
consciéncia, compreensao nem intencionalidade.

Concomitantemente, ha que referir que um dos equivocos mais
frequentes no discurso educativo consiste em atribuir a IA caracteristicas
cognitivas humanas, como “pensar”, “compreender” ou “decidir’. Estes
verbos, quando aplicados a sistemas algoritmicos, funcionam como
metdforas técnicas, nao como descricoes literais. Tal como sublinha
Selwyn (2022), o uso acritico desta linguagem antropomdrfica contribui
para uma percecao inflacionada das capacidades reais da tecnologia.

No ensino superior, este equivoco € particularmente problematico, pois
pode levar a delegacao indevida de tarefas intelectuais que exigem
interpretacao, julgamento e responsabilidade cientifica.

A maioria das aplicacoes atuais de IA no ensino superior baseia-se em
aprendizagem automatica (machine learning), um subcampo da IA em



que os sistemas identificam padroes estatisticos a partir de dados. Estes
sistemas nao seqguem regras explicitamente programadas para cada
tarefa. De facto, ajustam parametros internos com base em dados de
treino.

A aprendizagem profunda (deep learning), por sua vez, utiliza redes
neuronais artificiais com mudltiplas camadas, capazes de modelar
relacdes complexas entre dados de entrada e saida (Goodfellow, Bengio
& Courville, 2016). Estas redes sao inspiradas, de forma muito abstrata,
no funcionamento do cérebro humano, mas nao o replicam.

E fundamental sublinhar que:

- 0s modelos nao possuem qualquer representacao conceptual do
mundo;

- nao distinguem factos de opinioes;
- nao avaliam a veracidade das afirmac6es que produzem.

Funcionam, essencialmente, como modelos estatisticos avancados, cuja
principal funcao é prever a proxima unidade de informacao com base em
probabilidades condicionais.

Os modelos de linguagem de grande escala (Large Language Models —
LLMs), como os que sustentam ferramentas de IAG textual, sdo treinados
com grandes volumes de texto provenientes de multiplas fontes. O seu
objetivo fundamental é prever a palavra seguinte numa sequéncia
linguistica, maximizando a probabilidade estatistica dessa previsao
(Brown et al., 2020).

Do ponto de vista técnico, estes modelos:

- nao possuem acesso direto as fontes que originaram os dados;



- nao “sabem” quando estao corretos ou incorretos;
- nao tém memoaria intencional nem compreensao semantica.

Neste contexto, Floridi (2019) descreve este fenémeno como uma
operacao ao nivel da sintaxe, nao da semantica nem da pragmatica. O
resultado pode ser linguisticamente sofisticado, mas epistemicamente
fragil.

No ensino superior, esta distincao é crucial. Um texto gerado por IA pode
aparentar rigor académico, mas carecer de fundamentacao tedrica valida,
referéncias verificdveis ou coeréncia argumentativa profunda.

Como sabemos, o0 conhecimento académico caracteriza-se por critérios
que vao muito além da producao textual, pois envolve:

- enquadramento tedrico explicito;

- articulacao com literatura cientifica validada;
- coeréncia argumentativa;

- possibilidade de escrutinio e refutacao.

Como defendem Zawacki-Richter et al. (2019), a IAG pode apoiar
processos instrumentais da investigacao e da docéncia, mas nao produz
conhecimento cientifico no sentido estrito do termo. Confundir geracao
de texto com producao de conhecimento constitui um erro
epistemoldgico que pode comprometer a formacao académica dos
estudantes.

Neste sentido, a utilizacao de IA generativa no ensino superior deve ser
acompanhada de uma clarificacao explicita dos seus limites, evitando
que a fluéncia linguistica seja interpretada como competéncia intelectual.



Uma compreensao rigorosa da base cientifica da IAG permite ao docente
tomar decisdes pedagdgicas mais fundamentadas. Em vez de proibir ou
normalizar indiscriminadamente o uso da IA, torna-se possivel:

- utiliza-la como objeto de andlise critica;
- explorar os seus erros e enviesamentos como recurso pedagdgico;

- discutir com os estudantes os critérios de validade do conhecimento
académico.

Laurillard (2012) sublinha que a aprendizagem profunda emerge do
confronto entre modelos explicativos, da analise de falhas e da reflexao
metacognitiva. A IAG, precisamente por ser imperfeita e estatistica, pode
funcionar como um artefacto epistemoldgico problematico, util para
desenvolver pensamento critico.

Esta abordagem desloca o foco da eficiéncia para a compreensao, e da
automatizacao para a aprendizagem reflexiva.

Atividade 2 — Elaboracao de um Glossario sobre IAG

Elabore um glossario pessoal com 8 conceitos técnicos associados a
IAG (por exemplo: rede neuronal, modelo de linguagem, engenharia de
prompts).

Para cada conceito, adicione um exemplo de aplicacao pedagdgica na
sua area disciplinar.



CAPITULO 3

A INTELIGENCIA
ARTIFICIAL
GENERATIVANO
ECOSSISTEMA DO
ENSINO SUPERIOR:
POLITICAS,
INSTITUICOES E
CULTURAS
ACADEMICAS

presenca crescente da IAG no ensino superior nao pode ser
compreendida apenas a partir das praticas individuais de docentes
ou estudantes. Trata-se de um fendmeno institucional e sistémico,
moldado por politicas educativas, enquadramentos legais, culturas



organizacionais e agendas econdmicas mais amplas. Como sublinha
Zawacki-Richter (2023), a adocao de tecnologias baseadas em IA nas
universidades ocorre num campo de tensdes entre inovacao pedagdgica,
competitividade institucional e requlacao publica.

As instituicoes de ensino superior enfrentam pressoes contraditdrias. Por
um lado, sao instadas a inovar, a modernizar praticas e a responder a
expectativas sociais associadas a transformacao digital. Por outro, sao
chamadas a garantir rigor cientifico, equidade, integridade académica e
protecao de dados. A IAG intensifica estas tensées ao intervir
diretamente em processos nucleares da atividade universitaria.

Neste contexto, a forma como as instituicoes enquadram, regulam ou
silenciam o uso da IA é tao relevante quanto as praticas pedagadgicas que
emergem no terreno.

Nos ultimos anos, vdrias organizacdes internacionais tém produzido
orientacoes sobre o uso da IA na educacao, procurando equilibrar
inovacao e responsabilidade. A UNESCO (2023) sublinha que a IAG deve
ser integrada no ensino superior segundo principios de centralidade do
humano, equidade, transparéncia e responsabilidade. Estas orientacoes
rejeitam explicitamente abordagens deterministas ou puramente
tecnoldgicas.

A OCDE (2021, 2023), por sua vez, enquadra a IA no ensino superior no
ambito das competéncias para o futuro, enfatizando a necessidade de
desenvolver literacia digital critica e capacidade de adaptacao. Neste
contexto, a defende-se que o futuro da educacao passa por uma
"inteligéncia aumentada’, em que humanos e maquinas permitindo a
melhoria do processo de ensino e a aprendizagem tendo em conta os
aspetos sequintes:



Figura 2

Aspetos a melhorar com a IAG no Ensino Superior
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Contudo, vdrios autores apontam que esta abordagem tende a privilegiar
a empregabilidade e a eficiéncia, correndo o risco de subordinar objetivos
educativos a légicas de mercado (Selwyn, 2022).

No contexto europeu, a proposta do Regulamento Europeu da
Inteligéncia Artificial (Al Act) introduz uma distingao clara entre sistemas
de risco aceitavel, limitado e elevado. Embora o ensino superior nao seja
classificado como drea de risco mdximo, aplicacdes como avaliacao
automatizada, perfis de aprendizagem ou vigilancia algoritmica levantam
preocupacoes significativas em termos de direitos fundamentais,
discriminacao e explicabilidade (European Commission, 2022).

Estas orientacdes revelam um consenso emergente: a integracao da IA
na educacgao superior nao pode ser deixada ao acaso nem a iniciativa
isolada de docentes ou fornecedores tecnoldgicos.

Apesar das orientacoes internacionais, as respostas institucionais a IAG
tém sido marcadamente heterogéneas. Estudos recentes mostram que
muitas universidades oscilaram, numa fase inicial, entre proibicoes
reativas e aceitacao tdcita, frequentemente sem debate pedagdgico
estruturado (Zawacki-Richter et al., 2023).



As proibicoes totais, embora compreensiveis como reacao inicial,
revelaram-se pouco eficazes e dificilmente sustentdveis. Por outro lado,
a auséncia de orientacoes claras transfere para os docentes a
responsabilidade individual de decidir como lidar com a IAG, criando
assimetrias, inseguranca profissional e inconsisténcia pedagdgica.

Selwyn (2022) argumenta que estas respostas refletem culturas
institucionais mais amplas: instituicoes com tradicao de inovacao
pedagogica tendem a promover debate, formacao e experimentacao
controlada; instituicoes mais burocratizadas tendem a adotar respostas
normativas ou defensivas.

Neste cenadrio, a falta de politicas institucionais claras sobre IAG no
ensino superior constitui um risco significativo, tanto para a qualidade
pedagdgica como para a protecao ética e legal de docentes e estudantes.

A integracao da IAG no ensino superior coloca os docentes numa posicao
particularmente delicada. Por um lado, espera-se que inovem,
experimentem novas abordagens e respondam a contextos em rdpida
mudanca. Por outro, enfrentam incerteza normativa, escassez de
formacao especifica e pressao institucional para manter padroes de
qualidade e integridade académica.

Laurillard (2012) sublinha que a inovacao pedagdgica sé é sustentavel
quando acompanhada por condicées institucionais favoraveis, incluindo
tempo, reconhecimento e apoio formativo. A auséncia destas condicoes
pode transformar a inovacao tecnoldgica numa fonte adicional de
precarizacao do trabalho docente.

Por sua vez, Knox (2023) acrescenta que a IAG introduz uma nova
camada de complexidade na autonomia académica: os docentes nao
apenas escolhem metodologias, mas também interagem com sistemas
opacos, desenvolvidos fora do contexto universitario, cujos critérios e
dados nao controlam.



Neste sentido, a autonomia docente na era da IA nao se traduz na
liberdade de usar ferramentas, mas na capacidade critica de
compreender, questionar e justificar pedagogicamente as suas escolhas.

Um dos aspetos mais criticos da integracao da IAG no ensino superior
prende-se com as suas implicacoes para a equidade. Embora
frequentemente apresentada como tecnologia democratizadora, a I1AG
pode reforcar desigualdades existentes. De facto, o acesso desigual a
ferramentas pagas, a literacia digital diferenciada e os enviesamentos
presentes nos dados de treino sao fatores amplamente documentados
(UNESCO, 2023; Floridi, 2019).

Além disso, modelos de linguagem treinados maioritariamente em inglés
e em contextos culturais especificos podem marginalizar outras linguas,
epistemologias e formas de conhecimento. Este risco é particularmente
relevante em contextos académicos que valorizam diversidade cultural e
cientifica.

Uma integracao critica da A no ensino superior exige, portanto, atencao
constante as dimensdes de justica social, inclusao e pluralismo
epistemoldgico.

Atividade 3 — Analise institucional da IA no ensino superior

Reflita criticamente sobre o seu contexto institucional e responda as
seguintes questoes:

1. Existem orientacoes formais sobre o uso de IA generativa na sua
instituicao?

2. Como sao ahordadas questoes de ética, integridade académica e
protecao de dados?



3. Que apoios (formagao, tempo, reconhecimento) sao oferecidos aos
docentes para uma integracao pedagdgica critica da IA?

Redija uma reflexao entre 200 e 250 palavras, identificando
oportunidades e riscos institucionais.



CAPITULO 4

LITERACIA PARA A
INTELIGENCIA
ARTIFICIAL E
ENGENHARIA DE
PROMPTS: UMA
LEITURA PEDAGOGICA
E CRITICA

discussao sobre IA no ensino superior tem frequentemente recorrido

ao conceito de literacia em IA. Contudo, este conceito é muitas vezes
reduzido a um conjunto de competéncias operacionais, centradas no uso
eficaz de ferramentas. Tal reducao é problemdtica, sobretudo em
contextos académicos, onde a literacia deve incluir a capacidade de
andlise critica, reflexao ética e compreensao epistemoldgica.

Long e Magerko (2020) definem literacia em IA como a capacidade de
compreender o que a IA é, o que pode e nao pode fazer, e quais as suas
implicac6es sociais. No ensino superior, esta definicao deve ser ampliada
para incluir a capacidade de avaliar o estatuto do conhecimento



produzido com apoio da IA, bem como de problematizar os seus efeitos
nas praticas académicas.

Selwyn (2022) sublinha que a literacia em IA, quando tratada apenas
como competéncia técnica, corre o risco de reforcar uma ldgica de
adaptacao acritica as tecnologias dominantes, em vez de promover
autonomia intelectual. Assim, uma literacia académica em IA deve ser,
antes de mais, critica e reflexiva.

Neste contexto, surge a chamada engenharia de prompts, que se refere
ao processo de formular instrucées que orientam a resposta de um
modelo de IA generativa. No discurso técnico, esta prdtica é
frequentemente apresentada como uma competéncia instrumental,
centrada na obtencao de respostas mais “corretas” ou “Uteis”.

No entanto, do ponto de vista pedagdgico e epistemoldgico, a engenharia
de prompts deve ser entendida como uma pratica discursiva, em que o
utilizador explicita pressupostos, objetivos, enquadramentos tedricos e
critérios de qualidade. Cada prompt constitui uma forma de mediacao
entre o sujeito humano e o sistema algoritmico, revelando concecdes
implicitas sobre conhecimento, aprendizagem e autoridade.

Como argumenta Laurillard (2012), qualquer ferramenta educativa é
também um dispositivo de comunicacao. Neste sentido, formular um
prompt é formular uma pergunta pedagdgica — e as perguntas que se
colocam determinam, em larga medida, o tipo de respostas que se
obtém.

A interacao com sistemas de IAG ocorre predominantemente através da
linguagem natural. Esta caracteristica tem implicacoes profundas, uma
vez que a linguagem nao é apenas um meio neutro de comunicacao, mas
um espaco de construcao de significados e de exercicio de poder
simbdlico.



Bourdieu (1991) demonstrou que a linguagem transporta relacoes de
poder e legitimidade. No contexto da IA, os prompts refletem visoes
especificas do mundo académico: que tipo de conhecimento é valorizado,
que estilos discursivos sao considerados legitimos, que vozes sao
amplificadas ou silenciadas.

Além disso, os modelos de linguagem tendem a reproduzir padrdes
dominantes presentes nos dados de treino, o que pode reforcar
epistemologias hegemodnicas e marginalizar perspetivas menos
representadas. Este fendomeno exige uma atencao critica por parte dos
docentes, sobretudo em areas que valorizam diversidade epistemoldgica,
cultural ou linguistica.

Quando integrada de forma critica, a engenharia de prompts pode tornar-
se uma ferramenta pedagdgica poderosa, nao pela eficiéncia das
respostas geradas, mas pela reflexao que exige do utilizador. Formular
um bom prompt implica clarificar:

- 0 contexto epistemoldgico da questao;

- 0 nivel de profundidade pretendido;

- 0s critérios de validade do conhecimento;
- 0s limites éticos da tarefa.

Neste sentido, a engenharia de prompts aproxima-se do design
instrucional. O docente que formula prompts explicitos estd, na pratica, a
explicitar os seus préprios critérios de qualidade académica — um
exercicio raramente feito de forma tao consciente.

Laurillard (2012) defende que tornar explicitos os critérios de qualidade é
um dos fatores mais relevantes para a aprendizagem profunda. A



interacao com a IA pode, assim, funcionar como espelho das expectativas
académicas do docente.

Apesar do seu potencial reflexivo, a engenharia de prompts comporta
riscos significativos quando tratada de forma acritica. Um dos riscos mais
evidentes é a instrumentalizacao da aprendizagem, em que o objetivo
passa a ser obter respostas “certas” ou textos “aceitaveis”, em vez de
desenvolver compreensao conceptual.

Outro risco prende-se com a normalizacao de formatos discursivos
padronizados. A dependéncia excessiva de prompts pré-formatados
pode levar a homogeneizacao do discurso académico, empobrecendo a
diversidade de estilos argumentativos e formas de pensar.

Floridi (2019) alerta que a facilidade de geracao de texto pode reduzir o
esforco cognitivo associado a escrita, se nao forem criadas condicoes
pedagdgicas que promovam reflexao, revisao critica e autoria consciente.

No ensino superior, a literacia para a IAG e a engenharia de prompts
devem ser integradas na formacao docente nao como competéncias
técnicas isoladas, mas como componentes de uma literacia pedagdgica
critica. Isto implica:

- discutir explicitamente os limites epistemoldgicos da IA;
- analisar exemplos de respostas incorretas ou enviesadas;

- promover 0 uso da IA como objeto de andlise e nao apenas como
ferramenta.

Knox (2023) defende que a formacao docente em IA deve capacitar os
professores para questionar as infraestruturas tecnoldgicas que utilizam,
em vez de apenas aprender a opera-las. Esta abordagem reforca a
autonomia académica e a responsabilidade profissional.



Concluindo, podemos afirmar que a engenharia de prompts é o ponto de
entrada mais visivel da literacia para IA. Um prompt é uma instrucao
textual ou multimodal que orienta 0 modelo sobre o que deve gerar.
Como tal, na elaboracao de um bom prompt ha que ter em conta os
aspetos seguintes e exemplos:

Figura 3

Aspetos a ter em conta na criagcdo de um prompt

1. Contexto

"Atua como professor universitario na area de..."

2. Tarefa

"Elabora um resumo introdutério sobre..."

3. Critérios

"Usa linguagem acessivel, até 200 palavras"

4. Tom e Pablico

"Dirigido a estudantes de licenciatura"

5. Dimensio Etica

"Evita enviesamentos e cita fontes"

Atividade 4 — Analise critica da engenharia de prompt

Crie trés prompts aplicaveis a sua area cientifica: um para gerar
explicacdes, um para avaliar conhecimento e um para estimular
pensamento critico. Teste-os numa ferramenta de IA e registe o que
aprendeu sobre clareza e precisao.



CAPITULO 5

TEORIAS DA
APRENDIZAGEM E
INTELIGENCIA
ARTIFICIAL
GENERATIVA:
CONVERGENCIAS,
TENSOES E LIMITES

A integracao da IAG no ensino superior s pode ser considerada
pedagogicamente legitima se for analisada a luz de teorias da
aprendizagem consolidadas. Sem este enquadramento, o uso da IA corre
o risco de se limitar a uma inovacao superficial, centrada na eficiéncia ou
na automatizacao, em vez de promover aprendizagem significativa.

Como sublinha Laurillard (2012), as tecnologias educativas ndo sao
neutras: incorporam pressupostos sobre como se aprende, o que conta
como conhecimento e que tipos de interacao sao valorizados. Assim,
antes de perguntar “o que pode a IA fazer?”, importa perguntar “que
concecao de aprendizagem estd implicita no seu uso?”.



Este capitulo analisa criticamente a relacao entre a IAG e diferentes
tradicoes tedricas da aprendizagem, evidenciando tanto possibilidades
de articulacao como limites estruturais.

Abordagens transmissivas e comportamentalistas da aprendizagem,
historicamente associadas a instrucao programada e a avaliacao
objetiva, parecem, a primeira vista, particularmente compativeis com
sistemas baseados em IA. A capacidade de gerar explicacoes
padronizadas, exercicios repetitivos e feedback imediato alinha-se com
modelos centrados na resposta correta e na repeticao.

Contudo, esta compatibilidade é problematica. Embora a IAG possa
simular interacoes instrucionais, fd-lo sem compreender os processos
cognitivos subjacentes a aprendizagem. Além disso, como alertam
Holmes et al. (2019), a automatizacdo de prdticas avaliativas pode
reforcar visoes redutoras da aprendizagem, centradas em desempenho
mensuravel e nao em compreensao concetual.

No ensino superior, onde se espera desenvolvimento de pensamento
critico, autonomia intelectual e capacidade de argumentacao, estas
abordagens revelam-se claramente insuficientes.

Do ponto de vista construtivista, a aprendizagem é entendida como um
processo ativo de construcao de conhecimento, baseado na interacao
entre experiéncias prévias, novos estimulos e reflexao. O
socioconstrutivismo, inspirado em Vygotsky, enfatiza ainda o papel da
mediacao social e cultural.

A IAG pode, em determinados contextos, funcionar como um artefacto
mediador, oferecendo explicacoes alternativas, exemplos adicionais ou
apoio linguistico. No entanto, esta mediacao é fundamentalmente
distinta da mediacao humana. A IA nao partilha significados, nao negocia
sentidos nem participa em praticas culturais.



Vygotsky (1978) sublinha que a aprendizagem ocorre na zona de
desenvolvimento proximal, através da interacao com outros mais
experientes. A |A pode simular respostas, mas nao substitui a dimensao
intersubjetiva dessa interacao. Confundir simulacao com mediacao social
constitui um erro tedrico recorrente no discurso tecnicista.

A perspetiva de Laurillard (2012) oferece um dos enquadramentos mais
robustos para analisar a relacao entre IA e aprendizagem no ensino
superior. Ao conceber o ensino como um processo de design iterativo,
Laurillard desloca o foco da tecnologia para a intencionalidade
pedagdgica.

Neste modelo, a IAG pode apoiar o docente na criacao de multiplos ciclos
de feedback, simulacoes e atividades adaptativas. No entanto, o design
pedagdgico continua a depender de decisdes humanas: definicao de
objetivos, selecao de tarefas, interpretacao de evidéncias de
aprendizagem. O contributo central desta abordagem é evitar a pergunta
“‘como usar a IA?", substituindo-a por “que tipo de aprendizagem
queremos promover?”. A tecnologia torna-se subordinada ao design
pedagogico, e nao o inverso.

Reforcando esta ideia, Biggs e Tang (2011) defendem que a qualidade do
ensino superior depende do alinhamento construtivo entre objetivos de
aprendizagem, atividades e avaliacao. A introducao da IA pode perturbar
este alinhamento se for usada de forma fragmentada ou oportunista.

Por exemplo, recorrer a IA para gerar respostas-modelo ou feedback
automatico pode entrar em conflito com objetivos que privilegiam
pensamento original, argumentacao e autoria. Deste modo, a integracao
da |IA deve ser cuidadosamente alinhada com os resultados de
aprendizagem pretendidos.

Este enquadramento reforca a ideia de que a IA nao é uma solucao
pedagdgica em si mesma, mas um recurso que pode fortalecer — ou
enfraquecer — a coeréncia curricular.



A pedagogia critica, inspirada em Paulo Freire (1996), introduz uma
dimensao ética incontorndvel na andlise da IA no ensino superior. Para
Freire, ensinar é um ato politico, que implica escolhas sobre que
conhecimentos sao valorizados e que vozes sao ouvidas.

Neste contexto, a utilizacao acritica da IA pode reforcar relacoes de poder
assimétricas, ao naturalizar critérios algoritmicos opacos e ao
desvalorizar formas de conhecimento nao hegemanicas. Por outro lado,
uma integracao critica pode transformar a IA em objeto de
problematizacao, promovendo consciéncia politica e autonomia
intelectual. Neste sentido, a questao central nao é se a IA promove ou
nao aprendizagem, mas que tipo de sujeitos forma e que concecao de
educacao sustenta.

Apesar das possibilidades de articulacao com determinadas teorias da
aprendizagem, existem limites estruturais a integracao da IAG no ensino
superior. Entre os mais relevantes destacam-se:

- a auséncia de intencionalidade pedagdgica nos sistemas;
- aincapacidade de compreender contextos especificos;
- areproducao de padroes dominantes presentes nos dados de treino.

Reconhecer estes limites nao enfraquece a discussao. Pelo contrario,
impede que a |A seja investida de um papel que nao pode cumprir.

Concluimos este capitulo com a visao de que a IAG nao substitui as
teorias da aprendizagem. Pelo contrdrio, reativa-as sob nova luz. A sua
integracao pedagdgica s6 faz sentido se enraizada em concecades sdlidas
sobre como se aprende e se ensina. Na figura seguinte, ilustramos de que
forma esta reativacao podera acontecer:



Figura 4

Uso de IAG aluz de teorias de aprendizagem especificas
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Modelo Conversacional de
Laurillard

O docente cria ciclos de didlogo e
feedback que ligam teoria e pratica. O
uso de |A pode prolongar esse dialogo
através de tutores digitais e feedback
adaptativo, amplificando o alcance da
interacao sem eliminar o papel
interpretativo do professor.

Alinhamento Construtivo de
Biggs

Os objetivos, atividades e avaliagao
devem formar um todo coerente. O uso
de IA sé é verdadeiramente inovadora
quando ajuda a criar esse alinhamento,
tornando a aprendizagem mais

significativa, ndo apenas mais eficiente.

@

=

Socioconstrutivismo de
Vygotsky

O conhecimento é construido
socialmente na zona de
desenvolvimento proximal. O uso de IA
pode mediar essa zona fornecendo
apoio cognitivo personalizado, sem
romper a mediagdo humana essencial ao
processo de aprendizagem.

Pedagogia Critica de Freire

A tecnologia é sempre um ato politico. O
uso da IA deve ser emancipador,
promovendo reflexao, didlogo e
autonomia — nunca servindo como
instrumento de controlo ou padronizagéo
do pensamento.

Atividade 5 — Enquadramento tedrico da pratica

Escolha uma teoria da aprendizagem que considere central na sua

pratica docente (por exemplo, construtivismo, ensino como design

pedagogia critica). Em seguida:

1. Identifique um possivel uso da IAG coerente com essa teoria.

2. Analise criticamente os limites dessa integracao.

3. Explique que decisoes pedagdgicas devem permanecer
exclusivamente humanas.

Redija uma reflexao entre 200 e 250 palavras.



CAPITULO 6

PRATICAS DOCENTES
COM INTELIGENCIA
ARTIFICIAL
GENERATIVA:
EVIDENCIA EMPIRICA,
POTENCIAL
PEDAGOGICO E RISCOS
IDENTIFICADOS

pos o enquadramento epistemoldgico e tedrico desenvolvido nos

capitulos anteriores, torna-se necessario analisar de que forma a
IAG tem sido efetivamente integrada em praticas docentes no ensino
superior. Importa, desde logo, sublinhar que a literatura empirica ainda é
emergente e desigual, marcada por estudos exploratorios, contextuais e,
muitas vezes, de curta duracao.

Zawacki-Richter et al. (2019) alertam que grande parte da investigacao
sobre |A na educacao tende a ter em conta estudos piloto,
frequentemente conduzidos em contextos altamente controlados. Assim,
qualquer analise das praticas docentes deve ser cautelosa, distinguindo



claramente entre potencial reportado, evidéncia empirica limitada e
efeitos pedagogicos sustentados.

No ensino superior, as praticas associadas a IAG concentram-se
sobretudo em dreas como apoio a escrita académica, feedback
formativo, criacao de materiais didaticos e tutoria simulada.

Uma das areas mais discutidas na literatura recente é o uso da IAG como
apoio a escrita académica. Varios estudos exploratdrios sugerem que
ferramentas baseadas em modelos de linguagem podem ajudar
estudantes a estruturar textos, reformular frases ou clarificar ideias
iniciais (Cotton, Cotton & Shipway, 2023).

Do ponto de vista pedagdgico, este apoio pode ser interpretado como
uma forma de scaffolding, especialmente para estudantes em fases
iniciais de aprendizagem ou para aqueles que escrevem numa lingua
adicional. No entanto, esta interpretacao sé é vdlida se o uso da IA for
explicitamente enquadrado como apoio ao processo e nao como
substituicao da autoria.

Varios autores alertam para o risco de deslocar o esforco cognitivo
central da escrita — planificacao, argumentacao, revisao critica — para o
sistema algoritmico, o que pode comprometer o desenvolvimento de
competéncias académicas de longo prazo (Bretag et al., 2019). Assim, as
evidéncias apontam para a necessidade de tarefas de escrita
cuidadosamente desenhadas, em que o papel da IAG seja explicitado,
limitado e sujeito a reflexao critica.

Outra pratica frequentemente referida é o uso da IAG para gerar feedback
formativo. A promessa de feedback rapido e personalizado tem sido
apresentada como resposta a massificacao do ensino superior e a
sobrecarga docente.

Contudo, a literatura sugere que o feedback eficaz nao se caracteriza
apenas pela rapidez ou volume, mas pela sua qualidade interpretativa e



pela capacidade de orientar a aprendizagem futura (Hattie & Timperley,
2007). A IA pode gerar comentdrios linguisticamente adequados, mas
nao possui compreensao do percurso individual do estudante nem do
contexto especifico da tarefa.

Estudos indicam que o feedback automatizado pode ser util como
primeira camada de orientacao, desde que complementado por feedback
humano e integrado em ciclos de revisao reflexiva (Holmes et al., 2019).
Quando utilizado como substituto do feedback docente, tende a
promover respostas superficiais e dependéncia tecnoldgica.

A utilizacao da IAG para criacao e adaptacao de materiais didaticos é
frequentemente apresentada como prdtica de baixo risco. De facto, a
literatura sugere que a |A pode apoiar docentes na geracao de exemplos,
exercicios ou versdes alternativas de contetidos (Luckin, 2018).

No entanto, mesmo neste dominio, subsistem riscos relevantes. A
qualidade cientifica dos materiais gerados depende fortemente da
supervisao humana, da validacao das fontes e da adequacao ao contexto
disciplinar. Além disso, a reutilizacao acritica de conteudos gerados pode
reforcar esteredtipos, simplificacbes excessivas ou imprecisoes
conceptuais.

Do ponto de vista pedagdgico, a criacao de materiais com IAG deve ser
entendida como um processo de coautoria critica, em que o docente
mantém controlo sobre os objetivos de aprendizagem, o rigor concetual e
a intencionalidade didatica.

A possihilidade de utilizar a IAG como tutor inteligente ou parceiro de
didlogo académico tem suscitado interesse significativo. Alguns estudos
exploratdrios sugerem que a interacdo com sistemas conversacionais
pode apoiar a clarificacao de conceitos ou a exploracao de ideias (Holmes
etal., 2019).



Contudo, importa sublinhar que estes sistemas simulam dialogo sem
compreender o conteddo discutido. A auséncia de intencionalidade
pedagdgica, de memdria contextual fidvel e de sensibilidade ética limita
fortemente o seu papel como tutores.

Por sua vez, como nos alerta Zawacki-Richter (2023), a substituicao de
interacoes humanas por sistemas algoritmicos pode empobrecer a
experiéncia educativa, especialmente em areas que valorizam debate,
controvérsia e construcao coletiva de sentido.

A literatura sobre o uso de IAG no ensino superior permite identificar um
conjunto de riscos transversais associados as praticas docentes com IAG:

- superficializacao da aprendizagem, quando a IA reduz o esforco
cognitivo;

- homogeneizacao discursiva, com perda de diversidade argumentativa;

- dependéncia tecnoldgica, especialmente em estudantes menos
confiantes;

- opacidade dos processos, dificultando a avaliacao critica.

Estes riscos reforcam a necessidade de enquadramentos pedagdgicos
explicitos e de reflexao continua sobre os efeitos das praticas adotadas.

De facto, a literatura converge na identificacao de condi¢bes essenciais
para uma integracao responsdvel da IAG no ensino superior:

- clareza dos objetivos de aprendizagem;
- transparéncia sobre o papel da IA nas tarefas;

- valorizacao da reflexao metacognitiva;



- preservacao da avaliacao humana.

Laurillard (2012) sublinha que a tecnologia sé contribui para a
aprendizagem quando integrada em designs pedagdgicos coerentes,
orientados por teorias da aprendizagem e por valores educativos claros.

Ao terminar este capitulo, gostariamos de enfatizar que a inovacao
pedagogica com IAG ja nao é uma hipdtese — é uma realidade em
expansao. Os studos recentes demonstram que as instituicoes de ensino
superior estao a adotar |A para apoiar a aprendizagem personalizada, a
avaliacao formativa e a criacao de recursos multimodais, tendo em conta
aspetos como os seguintes:

Figura 5

Usos concretos de IAG no processo de ensino e aprendizagem

Feedback automatico
comentado

Tutoria Inteligente Contetidos adaptados

Sistemas que adaptam o

feedback e o ritmo de
aprendizagem conforme as
respostas dos estudantes

« Chatbots formativos

« Simuladores de debates

« Entrevistas académicas
virtuais

A |A gera sugestoes de
melhoria linguistica e
conceptual

« Andlise de estrutura
textual

« |dentificagdo de lacunas

« Validagao pelo professor

Textos reescritos para
diferentes niveis de
complexidade

« Simplificacao linguistica
« Expanséo conceptual

« Manutencgéao do rigor
disciplinar



Atividade 6 — Analise critica de uma pratica docente

Identifique uma pratica docente da sua area cientifica em que considere
possivel integrar a A generativa. Em seguida:

1. Descreva a pratica e os objetivos de aprendizagem associados.

2. Analise de que forma a IA poderia apoiar a aprendizagem sem
substituir processos cognitivos centrais.

3. Identifique riscos pedagogicos e estratégias de mitigacao.

Redija uma reflexao entre 200 e 250 palavras.



CAPITULO 7

AVALIACAO,
INTEGRIDADE
ACADEMICAE
INTELIGENCIA
ARTIFICIAL
GENERATIVA:
DESAFIOS, DILEMASE
RESPOSTAS
PEDAGOGICAS

avaliacao constitui um dos pilares estruturantes do ensino superior,
desempenhando simultaneamente funcdes pedagdgicas,
certificativas e sociais. Para além de aferir aprendizagens, a avaliacao
comunica expectativas académicas, define o que conta como
conhecimento legitimo e orienta as estratégias de estudo dos



estudantes. Como sublinham Biggs e Tang (2011), a avaliacdo molda
profundamente a forma como os estudantes aprendem.

A emergéncia da IAG desafia diretamente os modelos tradicionais de
avaliacao, sobretudo aqueles fortemente dependentes da producao
escrita individual, realizada fora do contexto supervisionado. Este desafio
nao é meramente técnico, mas epistemoldgico e ético, exigindo uma
revisao critica das praticas avaliativas no ensino superior.

Grande parte do debate institucional sobre IAG tem sido enquadrada em
torno da integridade académica, frequentemente reduzida a prevencao
da fraude. Embora esta preocupacao seja legitima, vdrios autores
alertam para os limites de uma abordagem exclusivamente punitiva ou
defensiva.

Bretag et al. (2019) defendem que a integridade académica deve ser
entendida como um compromisso educativo com valores como
honestidade, responsabilidade e justica, e nao apenas como
cumprimento de regras. Neste sentido, a IAG expoe fragilidades ja
existentes em praticas avaliativas que privilegiam produtos finais em
detrimento de processos de aprendizagem.

Selwyn (2022) argumenta que focar o debate apenas na detecao de uso
indevido da IA desvia a atencao de questdes mais profundas,
nomeadamente: Que tipos de tarefas avaliativas promovemos? Que
concecoes de autoria e aprendizagem sustentam essas tarefas?

Neste contexto, Floridi (2019) propde que a ética da IA deve bhasear-se
em quatro principios fundamentais que orientam a sua aplicacao
responsavel no contexto educativo:



Figura 6

Principios fundamentais que orientam a aplicacéo responsdvel da IAG
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A resposta inicial de muitas instituicoes ao uso da IAG passou pela
adocao de ferramentas de detecao automatica de texto gerado por IA.
Contudo, a literatura e os proprios fornecedores desta tecnologia
reconhecem limitacoes significativas destes sistemas, incluindo taxas
elevadas de falsos positivos e falsos negativos.

Estudos recentes indicam que estes sistemas nao consequem distinguir
de forma fidvel entre texto gerado por IA, texto humano altamente
editado e escrita assistida por ferramentas legitimas (Perkins, Roe &
MacVaugh, 2023). Além disso, a utilizacao de ferramentas de detecao
levanta questdes éticas relacionadas com presuncao de culpa,
transparéncia algoritmica e justica procedimental. Assim, confiar na
detecao automatica como solucao principal revela-se pedagogicamente
fragil e juridicamente problematica.

A literatura converge na ideia de que a IA generativa obriga a deslocar o
foco da avaliacao do produto final para o processo de aprendizagem.
Avaliacoes que valorizam versoes intermédias, justificacao de escolhas,



reflexao metacognitiva e, ainda, discussao oral ou defesa argumentativa,
tendem a ser menos vulneraveis a substituicao acritica por sistemas
algoritmicos e mais alinhadas com objetivos de aprendizagem de nivel
superior.

De facto, Laurillard (2012) e Biggs e Tang (2011) defendem que avaliacoes
formativas, integradas no processo de ensino, promovem aprendizagens
mais profundas e duradouras. A IAG pode, neste contexto, ser integrada
como objeto de reflexao ou ferramenta declarada, em vez de ameaca
externa.

A IAG pode apoiar a avaliacao formativa, por exemplo, através de
feedback preliminar, simulacdes de respostas ou exemplos contrastivos.
No entanto, a sua utilizacao deve ser cuidadosamente enquadrada.

Hattie e Timperley (2007) sublinham que o feedback eficaz responde a
trés questoes centrais: para onde vou, como estou a ir e o que fazer a
seguir. A IAG pode contribuir para algumas destas dimensdes, mas nao
substitui a interpretacao pedagdgica do docente nem a relacao educativa
subjacente ao feedback.

Quando utilizada de forma transparente e critica, a IA pode reforcar a
autorregulacao da aprendizagem; quando usada como substituto do
feedback humano, tende a empobrecer o processo educativo.

A utilizacao da |A generativa coloca questoes complexas sobre autoria e
responsabilidade intelectual. Quem é o autor de um texto produzido com
apoio de IA? Que grau de intervencao humana é necessario para falar em
autoria académica?

A literatura recente aponta para a necessidade de clarificar estas
questoes através de politicas institucionais e praticas pedagogicas
explicitas. Organizacdes como o Committee on Publication Ethics (COPE)
recomendam que o uso de ferramentas de IA seja declarado de forma
transparente, sem atribuicao de autoria a sistemas algoritmicos.



No ensino superior, esta transparéncia deve ser encarada como parte da
formacao ética dos estudantes, promovendo uma compreensao madura
da responsabilidade intelectual.

Em vez de tratar a IAG como ameaca a integridade académica, varios
autores defendem que ela pode ser utilizada como oportunidade
pedagdgica para discutir ética, autoria e conhecimento. Analisar casos
reais de uso indevido, discutir limites e explorar dilemas éticos pode
fortalecer a consciéncia académica dos estudantes.

Freire (1996) lembrava que a educacao ética nao se constréi pela
imposicao de normas, mas pelo didlogo critico e pela problematizacao da
realidade. A IAG oferece um contexto particularmente fértil para este tipo
de aprendizagem.

Atividade 7 — Repensar a avaliacao na eradalA

Identifique uma pratica docente da sua area cientifica em que considere
possivel integrar a A generativa. Em seguida:

Selecione uma tarefa avaliativa que utiliza ou utilizou recentemente.
Em seguida:

1. Identifique os pressupostos de aprendizagem e autoria subjacentes a
tarefa.

2. Analise de que forma a IA generativa desafia esses pressupostos.

3. Proponha ajustamentos pedagdgicos que reforcem a integridade
académica e a aprendizagem sigpnificativa.

Redija uma reflexao entre 200 e 250 palavras.



CAPITULO 8

CRIACAO DE RECURSOS
EDUCATIVOS
MULTIMODAIS COM
INTELIGENCIA
ARTIFICIAL
GENERATIVA:
POTENCIALE LIMITES

multimodalidade tem vindo a assumir um papel crescente no ensino

superior, associada a diversificacao de formas de representacao do
conhecimento e a ampliacao das oportunidades de aprendizagem.
Segundo Kress (2010), a multimodalidade refere-se ao uso articulado de
diferentes modos semidticos — texto, imagem, som, video, movimento —
na construcao de significados.

No contexto educativo, a multimodalidade nao é, em si mesma, sinénimo
de inovacao pedagdgica. O seu valor depende da forma como os
diferentes modos sao integrados de modo coerente com os objetivos de
aprendizagem e com as caracteristicas dos estudantes. Mayer (2020), no
ambito da teoria da aprendizagem multimédia, demonstra que a



combinacao inadequada de modos pode sobrecarregar cognitivamente
os estudantes, prejudicando a compreensao.

A emergéncia da Inteligéncia Artificial Generativa (IAG) introduz uma
nova variavel neste campo, ao facilitar significativamente a producao de
conteddos multimodais. Esta facilidade exige, paradoxalmente, um
reforco do julgamento pedagdgico e cientifico do docente.

A literatura identifica varias dreas em que a IAG pode apoiar a criacao de
recursos educativos multimodais no ensino superior, nomeadamente:

- geracao de imagens conceptuais ou ilustrativas;
- criagao de videos explicativos curtos;
- producao de sinteses audio;

- adaptacao de conteddos a diferentes formatos e niveis de
complexidade.

Do ponto de vista técnico, estas possibilidades sao reais e amplamente
documentadas. Contudo, como sublinham Holmes et al. (2019), a
facilidade de producao nao equivale a qualidade pedagdgica. A criacao
automadtica de recursos nao garante alinhamento curricular, rigor
conceptual ou adequacao didatica.

Além disso, a maior parte dos sistemas de IAG multimodal opera com
base em padrdes estatisticos extraidos de grandes volumes de dados, o
que levanta questoes relativas a originalidade, a representacao cultural e
a fidelidade cientifica.

Um dos principais riscos associados a utilizacao da IAG na criacao de
recursos multimodais é a erosao do rigor cientifico. De facto, imagens ou
videos gerados automaticamente podem conter imprecisoes concetuais,



simplificacdes abusivas ou representacoes visualmente plausiveis, mas
cientificamente incorretas.

No ensino superior, onde 0s recursos educativos nao sao meros suportes
ilustrativos, mas veiculos de conhecimento disciplinar, esta questao é
particularmente critica. Mayer (2020) sublinha que recursos multimodais
mal concebidos podem induzir concecoes erradas dificeis de corrigir
posteriormente. Deste modo, a criacao de recursos com IA deve ser
entendida como um processo de curadoria e validacao rigorosa, em que o
docente assume plena responsabilidade pela qualidade cientifica e
pedagdgica do material produzido.

A multimodalidade é frequentemente associada a discursos de inclusao e
acessihilidade. De facto, a diversificacao de modos pode beneficiar
estudantes com diferentes estilos de aprendizagem ou necessidades
especificas. No entanto, esta relacao nao é automatica.

A UNESCO (2023) alerta para o risco de se confundir diversidade de
formatos com acessibilidade efetiva. Os recursos multimodais gerados
por IA podem nao cumprir principios de Desenho Universal para a
Aprendizagem, como legendagem adequada, descricao de imagens ou
controlo do ritmo de apresentacao.

Par além disso, a dependéncia de plataformas e ferramentas especificas
pode criar novas barreiras de acesso, especialmente para estudantes
com recursos tecnoldgicos limitados ou necessidades especificas de
apoio.

A criacao de recursos multimodais com IAG levanta questdes éticas e
legais relevantes, incluindo:

- direitos de autor e licenciamento de contetdos;

- uso de dados de treino nao transparentes;



- representacao estereotipada de grupos sociais;
- apropriacao cultural e cientifica.

Neste contexto, Floridi (2019) sublinha que a ética da informacao exige
responsabilidade nao apenas sobre o uso, mas também sobre os
impactos indiretos da tecnologia. No contexto educativo, isto implica
questionar quem é representado, quem é excluido e que visdes do mundo
sao reproduzidas nos recursos criados.

Para os docentes do ensino superior, esta responsabilidade é acrescida,
uma vez que os recursos produzidos contribuem para a formacao
intelectual e ética dos estudantes.

Outro risco identificado na literatura prende-se com a superficializacao
da aprendizagem. A abundancia de recursos multimodais pode promover
consumo rapido de informacao, em detrimento de leitura aprofundada,
andlise conceptual e argumentacao critica.

Carr (2010) alerta que ambientes digitais ricos em estimulos multimodais
podem favorecer formas de atencao fragmentada. Embora o seu trabalho
nao seja especifico sobre IAG, os principios discutidos sao relevantes
para a integracao acritica de recursos multimodais gerados
automaticamente.

Assim, a utilizacao da IAG na criacao de recursos deve ser acompanhada
por estratégias pedagdgicas que promovam profundidade, pausa e
reflexao.

Num cendrio de rapida proliferacao de plataformas de IAG, a escolha
responsavel das ferramentas torna-se uma competéncia profissional
critica. Por forma a facilitar a nossa escolha, a UNESCO (2023) propde
critérios fundamentais para orientar decisoes institucionais e docentes:
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Critérios para orientar decisoes institucionais e docentes no uso de IAG
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Atividade 8 — Anadlise critica de um recurso multimodal

Selecione um recurso multimodal que utiliza ou gostaria de utilizar na
sua pratica docente (por exemplo, um video, uma infografia ou uma
apresentacao). Em seguida:

1. Analise o recurso a luz dos principios de rigor cientifico, coeréncia
pedagdgica e acessibilidade.

2. Reflita sobre como a IA poderia apoiar a criacao ou adaptacao desse
recurso.

3. Identifique riscos éticos ou pedagodgicos associados a essa
utilizacao.

Redija uma reflexao entre 200 e 250 palavras.



CAPITULO 9

ETICA, JUSTICA SOCIAL
E GOVERNACAO DA
INTELIGENCIA
ARTIFICIAL
GENERATIVANO
ENSINO SUPERIOR

discussao sobre IAG no ensino superior nao pode ser reduzida a

questoes de eficiéncia, inovacao ou vantagem competitiva. Trata-se,
fundamentalmente, de uma questao ética. Como argumenta Floridi
(2019), a ética da informagao deve ser entendida como um quadro
normativo que orienta decisées sobre o desenho, a implementacao e o
uso de sistemas de informacao em contextos sociais sensiveis, como a
educacao.

No ensino superior, a ética nao € um complemento opcional da pradtica
pedagdgica, mas um principio estruturante da missao universitdria. A
integracao da IAG coloca desafios éticos especificos porque afeta
diretamente processos de formacao intelectual, avaliacao, producao de
conhecimento e reconhecimento académico. Assim sendo, qualquer
utilizacao pedagogicamente responsavel da IA exige uma reflexao ética
explicita, sustentada e continua.



Nos ultimos anos, vdrias organizacoes internacionais tém desenvolvido
quadros éticos para a Inteligéncia Artificial, muitos dos quais com
implicacOes diretas para o ensino superior. A Recomendacao da UNESCO
sobre a Etica da Inteligéncia Artificial (2021) constitui um dos
documentos mais abrangentes, estabelecendo principios como:

- centralidade do humano;

- equidade e nao discriminacao;

- transparéncia e explicabilidade;

- responsabilidade e prestacao de contas;

- protecao da privacidade e dos dados pessoais.

Estes principios nao devem ser interpretados como orientacoes
abstratas, mas como critérios operacionais para decisoes pedagdgicas e
institucionais. No contexto universitdrio, isto implica questionar, por
exemplo, se os sistemas utilizados permitem compreender como
produzem resultados, se respeitam direitos fundamentais dos
estudantes e se contribuem para reduzir ou ampliar desigualdades.

A OCDE (2023) reforca esta perspetiva ao sublinhar que a confianca nos
sistemas de IA depende da sua utilizacao responsdvel em contextos
sociais criticos, incluindo a educacao.

Um dos riscos mais amplamente documentados na literatura prende-se
com a capacidade da IA de reproduzir e amplificar desigualdades sociais
existentes. Sistemas treinados com dados histdricos tendem a refletir
padroes de exclusao, enviesamentos culturais e hierarquias linguisticas
presentes nesses dados (O'Neil, 2016).

No ensino superior, estes riscos manifestam-se de multiplas formas:



- marginalizacao de linguas menos representadas;
- refor¢o de epistemologias dominantes;

- desvantagem de estudantes com menor literacia digital ou acesso
tecnoldgico limitado.

Selwyn (2022) alerta que apresentar a IA como ferramenta neutra ou
universal ignora as condicoes materiais e culturais que moldam o seu
uso. Uma abordagem eticamente responsavel exige reconhecer que a
tecnologia opera em contextos desiguais e pode reforcar assimetrias se
nao for cuidadosamente regulada.

A utilizacao de IAG no ensino superior envolve inevitavelmente o
tratamento de dados, muitos dos quais sensiveis. Questdoes de
privacidade, consentimento informado e governacao de dados assumem,
por isso, particular relevancia.

Acresce ainda a ideia de que a literatura critica sobre vigilancia digital
alerta para o risco de normalizacao de praticas de monitorizacao continua
dos estudantes, especialmente através de sistemas de avaliacao
automatizada, analise de comportamento ou detecao de uso indevido de
tecnologia (Zuboff, 2019).

No contexto europeu, o Regulamento Geral sobre a Protecao de Dados
(RGPD) estabelece principios claros sobre minimizacdao de dados,
finalidade especifica e direitos dos titulares. No entanto, a aplicacao
destes principios a sistemas de IAG complexos levanta desafios praticos
significativos, sobretudo quando os algoritmos sao desenvolvidos por
entidades externas as instituicoes de ensino superior.

A ética da IA nao pode ser delegada exclusivamente a decisdes
individuais de docentes. Exige, pois, estruturas de governacao
institucional que definam principios, orientacbes e mecanismos de
responsabilizacao.



Zawacki-Richter et al. (2023) defendem que as instituicoes de ensino
superior devem desenvolver politicas claras sobre:

- uso pedagdgico da IA;

- avaliacao e integridade académica;
- protecao de dados e privacidade;

- formacao e apoio aos docentes.

Deste modo, a auséncia de governacao institucional cria um cenario de
incerteza ética, em que decisoes com implicacoes profundas sao
tomadas de forma fragmentada e desigual.

Um dos dilemas éticos centrais associados a IAG prende-se com a
questao da responsabilidade. Quando um sistema produz um resultado
incorreto, enviesado ou prejudicial, quem é responsavel? E o
programador, a instituicao, o docente ou o estudante?

Floridi (2019) sublinha que a responsabilidade moral nao pode ser
atribuida a sistemas algoritmicos. A agéncia permanece humana, mesmo
quando mediada por tecnologia. No ensino superior, isto implica
reconhecer que a decisao de utilizar IA e a forma como ela é integrada
sao sempre escolhas humanas, passiveis de escrutinio ético.

Para além da governacao institucional, a ética da IA deve ser integrada
como objeto de aprendizagem no ensino superior. Discutir casos reais,
dilemas éticos e controvérsias associadas a IA pode contribuir para a
formacao de cidadaos criticos e responsaveis.

Freire (1996) defendia que a educacao ética se constrdi através da
problematizacao da realidade e do didlogo critico. A IAG oferece um



contexto privilegiado para este tipo de aprendizagem, precisamente por
tornar visiveis tensoes entre tecnologia, poder e conhecimento.

Concluindo, a integracao da IA no ensino superior apresenta desafios
significativos que exigem atencao critica e estratégias de mitigacao
cuidadosas, nomeadamente as presentes na figura que se segue.

Figura 8

Desafios no uso de IAG no Ensino Superior
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Atividade 9 — Declaracgao de uso ético de IAG

Escreva a sua propria declaracao de uso ético de IA para aplicar em
artigos, relatorios ou trabalhos académicos. Reflita sobre que nivel de
transparéncia considera adequado nas suas praticas.



CAPITULO 10

INTELIGENCIA
ARTIFICIAL
GENERATIVA,
INVESTIGACAOE
ESCRITA ACADEMICA
NO ENSINO SUPERIOR

A investigacao cientifica no ensino superior assenta em principios de
rigor metodoldgico, transparéncia, verificabilidade e
responsabilidade intelectual. A introducao da IAG neste dominio levanta
questdes sensiveis, pois interfere diretamente em praticas como a
revisao da literatura, a formulacdao de problemas de investigacao, a
analise de dados e a escrita académica.

Como sublinha Weller (2020), a digitalizacao da investigacdo nao é um
fendmeno recente; no entanto, a IAG distingue-se por simular atividades
cognitivas tradicionalmente associadas ao trabalho intelectual humano.



Esta simulacao cria desafios inéditos a distincao entre apoio técnico
legitimo e delegacao indevida de tarefas epistemicamente centrais.

Assim, a utilizacao da IAG na investigacao exige um enquadramento
particularmente rigoroso, sob pena de comprometer a credibilidade
cientifica e a integridade académica.

Uma das utilizacdes mais frequentes da IAG na investigacao prende-se
com o apoio a revisao da literatura. De facto, ferramentas baseadas em
modelos de linguagem podem ajudar a:

- organizar ideias iniciais;

- reformular resumos;

- clarificar conceitos;

- estruturar textos preliminares.

Contudo, é crucial distinguir entre apoio a organizacao discursiva e
producao de conhecimento cientifico. A IAG nao tem acesso direto a
bases de dados cientificas indexadas, nem capacidade para avaliar a
qualidade, relevancia ou atualidade das fontes. Como resultado, pode
gerar referéncias inexistentes, imprecisas ou descontextualizadas.

Diversos autores alertam para este risco, sublinhando que a revisao da
literatura exige competéncias de leitura critica, selecao criteriosa e
contextualizacao tedrica que nao podem ser automatizadas (Zawacki-
Richter et al., 2019).

Um argumento frequentemente invocado a favor da IAG é o seu potencial
para estimular criatividade e desbloquear processos de escrita. Embora a
geracao de sugestoes ou reformulaces possa apoiar fases iniciais do



trabalho académico, existe o risco de externalizar o esforco cognitivo
central, reduzindo o envolvimento critico do investigador.

Carr (2010) alerta que a dependéncia excessiva de ferramentas digitais
pode alterar habitos cognitivos, promovendo respostas rapidas em
detrimento de reflexao aprofundada. No contexto da investigacao
académica, esta tendéncia é particularmente preocupante, uma vez que
0 avanco do conhecimento depende precisamente de questionamento,
duvida e analise rigorosa.

Assim, a utilizacao da IAG deve ser cuidadosamente delimitada,
preservando espacos de pensamento auténomo e escrita reflexiva.

Embora existam aplicacdes de IA para andlise de dados quantitativos e
qualitativos, a IAG, tal como aqui discutida, ndao substitui a interpretacao
cientifica dos resultados. A analise de dados exige compreensao
metodoldgica, contextualizacao tedrica e sensibilidade ética,
competéncias que permanecem intrinsecamente humanas.

A literatura enfatiza que decisdes interpretativas, como a escolha de
categorias, a identificacao de padroes relevantes ou a discussao de
limitagoes, nao podem ser delegadas a sistemas algoritmicos sem
comprometer a validade da investigacao (Floridi, 2019).

Uma utilizacao eticamente responsavel da IAG na investigacao
académica exige transparéncia. Isto inclui:

- declarar explicitamente o uso de IA em processos de escrita ou andlise;
- clarificar o papel desempenhado pela ferramenta;

- assegurar que todas as fontes sao verificadas e corretamente citadas.



Estas praticas nao visam restringir a inovacao, mas preservar a confianca
no conhecimento cientifico produzido no ensino superior.

A integracao da IA na investigacao académica reforca a necessidade de
formacao especifica para investigadores em inicio de carreira. Esta
formacao deve ir além do dominio técnico e incluir:

- reflexao ética;
- compreensao epistemoldgica;
- discussao de casos reais e dilemas.

Tal como sublinham Bretag et al. (2019), a integridade académica
consolida-se sobretudo por meio de praticas educativas coerentes e
sustentadas, e nao apenas pela imposicao de regras ou pela aplicacao de
sancoes.

Como ficou evidente, a IAG interpela o ensino superior a reavaliar o
proprio sentido de ensinar e de investigar. Nas palavras de Selwyn
(2022), a tecnologia esta longe de ser neutra, pois incorpora
determinadas visoes de sociedade, de poder e de conhecimento.

Deste modo, qualquer aposta em inovacao pedagadgica com IA deve estar
indissociavelmente ligada a um compromisso ético e humanista sdlido,
tendo em conta aspetos como os seguintes:
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Fatores a ter em conta no de IAG com compromisso ético e humanista
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Atividade 10 - Posicionamento pessoal sobre IA e investigacao

Reflita sobre a sua pratica de investigacao e responda as seguintes
questoes:

1. Em que fases do processo de investigacao considera legitimo recorrer
a lA generativa?

2. Que limites pessoais e éticos estabelece para a sua utilizacao?

3. Como garantiria transparéncia e responsabilidade na declaracao do
usodalA?

Redija uma reflexao entre 250 e 300 palavras.



CONCLUSAO

o longo deste livro, a Inteligéncia Artificial Generativa foi analisada

de forma sistematica enquanto fendmeno sociotécnico com impacto
direto nas préticas centrais do ensino superior. A andlise desenvolvida
permite afirmar, com clareza, que a questao fundamental nao é a adocao
dalA, mas o sentido pedagdgico, epistemoldgico e ético dessa adocao.

A integracao da IA no ensino superior nao constitui, por si so, inovacao
pedagdgica. Como sublinham Biggs e Tang (2011), a qualidade do ensino
depende do alinhamento entre objetivos, métodos e avaliacao, e nao da
sofisticacao das ferramentas utilizadas. A IA pode apoiar este
alinhamento ou, pelo contrario, fragmentd-lo, se for introduzida de forma
acritica ou oportunista.

Neste sentido, a IA deve ser reposicionada como meio contingente,
subordinado a finalidades educativas claramente definidas, e nunca
como motor auténomo de transformacao pedagdgica.

A integracao responsavel da IAG exige um planeamento pedagdgico
consciente, reflexivo e informado. Planear com IA nao significa delegar
decisdes pedagdgicas a sistemas algoritmicos, mas interrogar
criticamente como, quando e porqué recorrer a esses sistemas.

0 enquadramento da investigacao-acao (Kemmis & McTaggart, 2000)
revela-se particularmente adequado neste contexto. Ao conceber a
inovacao pedagdgica como um processo ciclico de planear, agir, observar
e refletir, a investigacao-acao permite integrar a 1A de forma
experimental, contextualizada e reversivel.



A 1A pode apoiar fases instrumentais deste ciclo, como a organizacao de
dados reflexivos ou a sistematizacao de evidéncias de aprendizagem. No
entanto, a interpretacao, a tomada de decisao pedagdgica e a redefinicao
das praticas permanecem irredutivelmente humanas. Esta constatacao é
central para preservar a autonomia profissional do docente no ensino
superior.

A proliferacao de ferramentas de IA generativa coloca os docentes e as
instituicoes perante escolhas complexas. Como discutido anteriormente,
a selecao de ferramentas nao é um ato neutro, mas uma decisao
pedagdgica, ética e politica.

Selwyn (2022) alerta para o risco de dependéncia tecnoldgica e para a
tendéncia das instituicoes de ensino superior se tornarem consumidoras
passivas de solucdes comerciais desenvolvidas fora do campo
académico. Esta dependéncia pode comprometer a autonomia
institucional, a protecao de dados e a sustentabilidade das praticas
pedagdgicas.

Uma selecao critica de ferramentas de IA deve, por isso, assentar em
critérios claros, incluindo:

- alinhamento com objetivos de aprendizagem;

- transparéncia sobre funcionamento e limitacoes;

- respeito pela privacidade e pelos direitos dos estudantes;
- possibilidade de uso critico e reflexivo.

Mais do que dominar um conjunto especifico de ferramentas, o docente
do ensino superior deve desenvolver capacidade critica para avaliar
tecnologias, reconhecendo que qualquer ferramenta é provisoria e
contextual.



A integracao da IAG no ensino superior nao pode ser reduzida a iniciativa
individual dos docentes. A literatura sobre desenvolvimento profissional
e inovacao pedagdgica evidencia que mudancas sustentadas exigem
culturas institucionais favoraveis, tempo, reconhecimento e apoio
formativo (Wenger, 1998; Laurillard, 2012).

Como sabemos, as formacoes centradas exclusivamente no uso técnico
de ferramentas revelam-se insuficientes. O desenvolvimento profissional
docente na era da IA deve articular:

- fundamentos técnicos basicos;
- enquadramento pedagdgico e epistemoldgico;
- reflexao ética;

- partilha de praticas em comunidades de aprendizagem, como a que
inspirou este livro.

Sem estas condicoes, a IAG corre o risco de reforcar prdticas existentes
ou de aumentar a carga de trabalho docente, em vez de contribuir para
uma melhoria efetiva da qualidade do ensino.

Um dos argumentos centrais deste livio é que a IAG nao diminui a
relevancia do docente, mas torna-a mais exigente. Num contexto em que
sistemas algoritmicos produzem textos plausiveis, feedback automatico
e recursos multimodais, o papel do professor enquanto garante de rigor
cientifico, mediador critico e agente ético torna-se ainda mais central.

Floridi (2019) sublinha que a responsabilidade moral ndao pode ser
atribuida a sistemas técnicos. No ensino superior, esta responsabilidade
traduz-se na necessidade de decisdes pedagdgicas conscientes,
transparentes e justificdveis, especialmente quando estao em causa
processos de avaliacdo, autoria e producao de conhecimento.



A forma como a IA é integrada hoje contribuira para definir as normas
académicas de amanha. Este facto confere ao presente um peso ético
significativo.

A luz da analise desenvolvida, a integracdo da IA generativa no ensino
superior deve ser orientada por um compromisso pedagdgico claro,
assente nos seguintes principios:

- centralidade da aprendizagem profunda e do pensamento critico;
- preservacao da autoria e da responsabilidade intelectual;

- utilizacao da tecnologia como objeto de reflexao, nao apenas como
ferramenta;

- defesa da equidade, da inclusao e da justica social.

Como lembrava Freire (1996), a educacao é sempre um ato politico. A
forma como o ensino superior responde a IA generativa nao devera ser a
excecao.
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