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Plenary Talks 

 

 

   The Ohio State University, USA 

 

Title: Quantifying approximate symmetries in biological systems 

Abstract: What do leaves and human faces have in common? What about daisies and sea urchins? 
They possess bilateral and rotational symmetries! Symmetry is a fundamental feature of natural 
systems, and is often correlated with survival, fecundity, and evolvability. While symmetry is 
ubiquitous and often intuitively obvious, symmetry in biological organisms is rarely perfect, making 
it challenging to apply mathematical definitions of idealized symmetry. To address this challenge, we 
developed a flexible, entropy-based method for quantifying symmetry that requires very little user 
input. I will highlight some novel insights arising from applications of this measure, including 
evidence for convergent evolution in flowering plants, classification of biopolymer networks, and 
visualization of the emergence and loss of symmetries in pattern formation systems. 

Bio: Dr. Adriana Dawes is a Professor at The Ohio State University, with a joint appointment in the 
Department of Mathematics and the Department of Molecular Genetics. Prof. Dawes’ research 
tightly weaves experimental and theoretical approaches to better understand how biochemical, 
mechanical and geometric cellular features interact and regulate each other during development to 
give rise to a functional organism. Her research connects dynamics across multiple scales, using 
experimentally validated mathematical models to investigate force generation and large scale 
movement in the cell, and revealing how the structure of signaling networks interacts with genetic 
backgrounds to produce tissue-specific responses. Prof. Dawes is the recipient of an NSF CAREER 
award, and has also been funded by NIH and private foundations, including the Gordon and Betty 
Moore Foundation. 
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    University of Liège, Belgium 

Title: Breaking Indecision in Multiagent, Multioption Dynamics 

Abstract: How does a group of agents break indecision when deciding about options with qualities 
that are hard to distinguish? Biological and artificial multiagent systems, from honeybees and bird 
flocks to bacteria, robots, and humans, often need to overcome indecision when choosing among 
options in situations in which the performance or even the survival of the group is at stake. Breaking 
indecision is also important because in a fully indecisive state, where agents are not biased toward 
any specific option, the agent group is maximally sensitive and prone to adapt to inputs and changes 
in its environment. Here, we develop a mathematical theory to study how decisions arise from the 
breaking of indecision. Our approach is grounded in both equivariant and network bifurcation theory. 
We model decision from indecision as synchrony-breaking in influence networks in which each node 
is the value assigned by an agent to an option. First, we show that three universal decision behaviors, 
namely, deadlock, consensus, and dissensus, are the generic outcomes of synchrony-breaking 
bifurcations from a fully synchronous state of indecision in influence networks. Second, we show 
that all deadlock and consensus value patterns and some dissensus value patterns are predicted by 
the symmetry of the influence networks. Third, we show that there are also many “exotic” dissensus 
value patterns. These patterns are predicted by network architecture but not by network symmetries 
through a new synchrony-breaking branching lemma. This is the first example of exotic solutions in 
an application. Numerical simulations of a novel influence network model illustrate our theoretical 
results. 

Bio: Dr Alessio Franci received his Laurea Specialistica Degree in Theoretical Physics from the 
University of Pisa in 2008 and his PhD in Physics and Control Theory from the University of Paris Sud 
11 in 2012. Between 2012 and 2015 he was a postdoctoral researcher at the University of Liege and 
at INRIA Lille and a long term visiting researcher at the University of Cambridge. Between 2015 and 
2022 he was professor in the Math Department of the National Autonomous University of Mexico. 
Since 2023 he has been professor in the Department of Electrical Engineering and Computer Science 
of the University of Liege. His research is interdisciplinary but the central focus is on the control-
theoretical and computational principles needed to understand and design biological and bio-
inspired intelligent behaviors. 
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University of Porto, Portugal 

 

Title: Network classification using ODE-equivalence    

Abstract: It is known that non-isomorphic networks can generate the same space of admissible 
vector fields, once the cell phase spaces of the networks are identified in a suitable way. Those 
networks are called ODE-equivalent and previous results on network theory show that two networks 
are ODE-equivalent if and only if the two networks are linearly equivalent. In this talk we plan to show 
how to use ODE-equivalence to classify small excitatory-inhibitory networks. This is a joint work with 
M. Aguiar (Porto) and I. Stewart (Warwick, UK). 

Bio: Dr Ana Paula Dias’ current position is Associate professor at the Mathematics Department of 
the Sciences Faculty of the University of Porto, Portugal. Education. Ana Dias received her Ph.D. in 
Mathematics from the University of Warwick at United Kingdom in 1998 and was awarded a 
Habilitation in Mathematics from University of Porto, Portugal in 2007. Main research of interest. 
Impact of the network/hypernetwork at the dynamics and bifurcations of the associated coupled cell 
systems (dynamical systems with form consistent with the network/hypernetwork). Ana Dias is 
author of over 45 scientific papers  in the area of Dynamical Systems. 
https://cmup.fc.up.pt/cmup/apdias/publications.html 
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           University of Évora, Portugal 

 

Title: General stochastic dixerential equation models for population growth and harvesting in 
random environments: Sustainability, optimization and impact of Allee exects 

Joint work with: Clara Carlos and Nuno M. Brites    

Abstract: We consider autonomous stochastic dixerential equation models, one without Allee 
exects and another with Allee exects, for the growth of a harvested population living in a randomly 
varying environment, even an environment with density-dependent noise intensities. These models 
are very general, satisfying only mild regularity assumptions and qualitative biologically driven 
assumptions, so that the conditions we obtain for population extinction and for the existence of a 
stochastic equilibrium are robust with respect to model choice. We use Itô calculus but will mention 
our results on its equivalence to Stratonovich calculus if one takes into account the dixerent physical 
meaning of the average rates used. For both calculi and for both cases of absence and presence of 
Allee exects, we show that, if the per capita net growth rate (dixerence between the geometric 
average natural growth rate and the harvesting mortality rate) is positive when population size is very 
small, there is a stochastic equilibriumwith a stationary density. If, however, that rate is negative 
(overharvesting), the population becomes extinct. The results for Allee exects models are new and 
extend previous results of members of this team for non-harvested population models and for 
constant exort particular harvesting models. We then look at the case of constant harvesting exort 
and constant noise intensity for specific comparable models, namely the logistic (without Allee 
exects) and the logistic-like Allee exects models, including expressions for stationary densities and 
expected sustainable profits and yields. We assess the impact of Allee exects by comparing the two 
models and their optimal profits and yields for the Pacific halibut data. 

Bio: Professor Carlos A. Braumann is Emeritus Professor at the Department of Mathematics of the 
University of Évora (Portugal), elected member of the International Statistical Institute, Honorary 
Member and 2019 Career Award holder of the Portuguese Statistical Society (SPE) and former 
President of ESMTB (European Society for Mathematical and Theoretical Biology) and of SPE. He is 
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working on stochastic dixerential equation models applied to biological phenomena occurring in 
randomly varying environments, area in which he recently authored a Wiley book. 

Acknowledgements: C. A. Braumann (Departamento de Matemática, Escola de Ciências e 
Tecnologia, Universidade de Évora) and C. Carlos (Escola Superior de Tecnologia do Barreiro, 
Instituto Politécnico de Setúbal) are members of the Centro de Investigação em Matemática e 
Aplicações, Instituto de Investigação e Formação Avançada, Universidade de Évora, supported by 
the Fundação para a Ciência e a Tecnologia (FCT), Project UID/04674/2020, 
https://doi.org/10.54499/UIDB/04674/2020. N.M. Brites (ISEG/UL – Universidade de Lisboa, 
Department of Mathematics & REM – Research in Economics and Mathematics, CEMAPRE) was 
partially funded by FCT, Project CEMAPRE/REM – UIDB/05069/2020, through national funds. 
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         University of Porto, Portugal  

Title: On the dynamics of vector fields with univalued solutions 

Abstract: We will discuss problems and recent results on the dynamics of dixerential equations / 
vector fields with univalued solutions. If time permits we will also discuss potential geometric 
applications. 

Bio: Dr Helena Reis, Associate Professor with habilitation at Faculdade de Economia da 
Universidade do Porto; Director of CMUP (2023-); Editor-in-chief of Boletim da SPM (2023-) More 
information: https://www.fep.up.pt/docentes/hreis/ 
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            Paderborn University 

Title: Glimpse of the Infinite – on the Approximation of the Dynamical Behavior for Delay and Partial 
Dixerential Equations 

Abstract: Over the last decades so-called set-oriented numerical methods have been developed for 
the numerical analysis of finite-dimensional dynamical systems. The underlying idea is to 
approximate the dynamical objects of interest by outer coverings which are created via multilevel 
subdivision techniques in state space. These schemes have the flexibility to be applied to a variety 
of problems such as the numerical approximation of invariant manifolds, global attractors or 
corresponding invariant measures. Since these set-oriented techniques rely on partitions of the 
(finite-dimensional) state space it is not obvious how to extend them to the situation where the 
underlying dynamical system is infinite-dimensional. However, in this talk a novel numerical 
framework for the computation of finite dimensional dynamical objects for infinite dimensional 
dynamical systems will be presented. Within this framework the classical set-oriented numerical 
schemes mentioned above are extended to the infinite-dimensional context. The underlying idea is 
to utilize appropriate embedding techniques for the reconstruction of global attractors in a certain 
finite dimensional space. This approach will be illustrated by the computation of global attractors 
both for delay and for partial dixerential equations such as the Mackey-Glass equation or the 
Kuramoto-Sivashinsky equation. 

Bio: Dr Michael Dellnitz is Chair of Applied Mathematics at Paderborn University, Chairman-
Professor at Institut für Industriemathematik, Professor at Paderborn Center for Parallel Computing 
(PC2), Vorstand, Professor at Paderborn Institute for Scientific Computation (PaSCo). More 
information here: https://www.uni-paderborn.de/en/person/82  
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Institute of Complex Systems of the Italian CNR, Florence, Italy 

 

Title: The transition to synchronization of networked systems 

Abstract: With the only help of eigenvalues and eigenvectors of the graph’s Laplacian matrix, we 
show that the transition to synchronization of a generic networked dynamical system can be entirely 
predicted and completely characterized.In particular, the transition is made of a well-defined 
sequence of events, each of which corresponds to either the nucleation of one(or several) cluster(s) 
of synchronized nodes or to the merging of multiple synchronized clusters into a single one.The 
network’s nodes involved in each of such clusters can be exactly identified, and the value of the 
coupling strength at which such events are taking place (and therefore, the complete events’ 
sequence) can be rigorously ascertained.We moreover clarify that the synchronized clusters are 
formed by those nodes which are indistinguishable at the eyes of any other network’s vertex, and as 
such they receive the same dynamical input from the rest of the network.Therefore, such clusters are 
more general subsets of nodes than those defined by the graph’s symmetry orbits, and at the same 
time more specific than those described by the network’s equitable partitions.Finally, we present 
large scale simulations which show how accurate our predictions are in describing the 
synchronization transition of both synthetic and real-world large size networks, and we even report 
that the observed sequence of clusters is preserved in heterogeneous networks made of slightly non 
identical systems. 

Bio: Professor Stefano Boccaletti received the PhD in Physics at the University of Florence on 1995, 
and a PhD honoris causa at the University Rey Juan Carlos of Madrid on 2015. He was Scientific 
Attache’ of the Italian Embassy in Israel during the years 2007-2011 and 2014-2018. He is currently 
Director of Research at the Institute of Complex Systems of the Italian CNR, in Florence. His major 
scientific interests are i) pattern formation and competition in extended media, ii) control and 
synchronization of chaos, and iii) the structure and dynamics of complex networks. He is Editor in 
Chief of the Journal “Chaos, Solitons and Fractals” (Elsevier) from 2013, and member of the 
Academia Europaea since 2016. He was elected member of the Florence City Council from 1995 to 
1999. Boccaletti has published 402 papers in peer-reviewed international Journals, which received 
more than 36,200 citations (Google Sholar). His h factor is 71 and his i-10 index is 232. With more 
than 12,300 citations, the monograph ¨Complex Networks: Structure and Dynamics¨, published by 
Boccaletti in Physics Reports on 2006 converted into the most quoted paper ever appeared in the 
Annals of that Journal. 
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University of Copenhagen, Denmark 

Title: Estimation of time to a tipping point 

Abstract: In recent years there has been an increasing awareness of the risks of collapse or tipping 
points in a wide variety of complex systems, ranging from human medical conditions, pandemics, 
ecosystems to climate, finance and society. They are characterized by variations on multiple spatial 
and temporal scales, leading to incomplete understanding or uncertainty in modelling of the 
dynamics. Even in systems where governing equations are known, such as the atmospheric flow, 
predictability is limited by the chaotic nature of the system and by the limited resolution in 
observations and computer simulations. In order to progress in analyzing these complex systems, 
assuming unresolved scales and chaotic dynamics beyond the horizon of prediction as being 
stochastic has proven itself exicient and successful. When complex systems undergo critical 
transitions by changing a control parameter through a critical value, a structural change in the 
dynamics happens, the previously statistically stable state ceases to exist and the system moves to 
a dixerent statistically stable state. To establish under which conditions an early warning for tipping 
can be given, we consider a simple stochastic model, which can be considered a generic 
representative of many complex two state systems. We show howthis provides a robust statistical 
method for predicting the time of tipping. The method is used to give a warning of a forthcoming 
collapse of the Atlantic meridional overturning circulation. 

References: Peter D. Ditlevsen and Susanne Ditlevsen (2023), Warning of a forthcoming collapse of 
the Atlantic meridional overturning circulation. Nat Commun 14, 4254 

Bio: Professor Susanne Ditlevsen is professor of Statistics and Stochastic Models in Biology at 
Department of Mathematical Sciences at University of Copenhagen in Denmark. She has a Master in 
Mathematics from Universidad Nacional de Education a Distancia, Spain, and did her PhD in 
Biostatistics at university of Copenhagen. Her research interests are evolving around stochastic 
processes and their statistical inference, dynamical systems and biomathematics, with applications 
in ecology and neuroscience. She is vice-president and heading the section of Natural Sciences of 
the Danish Royal Academy of Sciences and Letters. She has published around 80 papers. 
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         Sapienza University, Italy 

 

Title: Nonlinear wave propagation in metamaterials 

Abstract: Wave propagation and stopband behavior of 2D lattices hosting nonlinear resonators 
made of suspended piezoelectric membranes with a central mass are discussed. A generalized 
nonlinear version of the plane-wave expansion method is proposed to deliver the nonlinear wave 
propagation equations. The asymptotic treatment yielding the nonlinear dispersion functions is 
discussed. An exploration of the design process for semi-adaptively programmable metamaterials is 
oxered, elucidating their potential for wave cloaking applications. 

Bio: Walter Lacarbonara is a Professor of Nonlinear Dynamics at Sapienza University and Director of 
the Sapienza Center for Dynamics. During his graduate education he was awarded a MS in Structural 
Engineering (Sapienza University) and a MS in Engineering Mechanics (Virginia Tech, USA), and a PhD 
in Structural Engineering (Sapienza/Virginia Tech). His research interests cover nonlinear structural 
dynamics; dissipation in carbon nanotube/polymer nanocomposites; asymptotic techniques; 
nonlinear control of vibrations; experimental nonlinear dynamics; dynamic stability of structures. He 
is Editor in Chief of Nonlinear Dynamics, former Associate Editor for ASME Journal of Applied 
Mechanics, Journal of Vibration and Acoustics, Journal of Sound and Vibration. He served as Chair 
of the ASME Technical Committee on Multibody System and Nonlinear Dynamics, General co-Chair 
and technical program co-Chair of the ASME 2015 (Boston, USA) and 2013 (Portland, USA) IDETC 
Conferences. He has organized over 10 international symposia/conference sessions and, very 
recently, the First, Second, and Third International Nonlinear Dynamics Conferences (NODYCON, 
www.nodycon.org/2019, www.nodycon.org/2021, www.nodycon.org/2023). His research is 
supported by national and international sources (EOARD/AFOSR, NSF, European Commission, 
Italian Ministry of Science and Education). He has published over 250 papers and conference 
proceedings, 4 international patents (EU/USA/China), 24 book chapters, 6 co-edited Springer books 
and a single-authored book (Nonlinear Structural Mechanics, Springer, NY, 
https://link.springer.com/book/10.1007/978-1-4419-1276-3) for which he received the 2013 Texty 
Award nomination by Springer US. 
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Invited Talks 

 

 

      University of Trieste, Italy  

Title: A spatiotemporoal random walk in Behavioral Epidemiology 

Abstract: Human behavior, and in particular vaccine hesitancy, is a critical factor for the control of 
childhood infectious disease. Human decisions depends on information that is intrinsically non-
local in space and in time. We show that under a series of important epidemiological assumption, 
the interplay between spatial and temporal nonlocality may induce a number of complex patterning 
and oscillations, including spatio-temporal chaos. Additionally we briefly illustrate a new simple 
algorithm for the computation of the Maximum Lyapunov Exponent of a chaotic system. 

Bio: Dr Alberto d’Onofrio is senior researcher at the department of Mathematics and GEosciences 
of the University of Trieste (Italy) where he leads the “Computer Science for Complex Systems” 
laboratory. After a MSc in Control Engineering at Pisa University, he got a PhD i”Medical Computer 
Sciences” from Rome “La Sapienza” University in 2000. He has been postdoc (2000-2002), 
researcher (2003-2008) and Group Leader (2008-2013) in biomathematics at the European Institute 
of Oncology, Milan (Italy). Then from 2014 to 2020 he has been one of principal investigators at the 
“International Prévention Research Institute”, Lyon (France). Alberto d’Onofrio research areas focus 
on theoretical and mathematical biophysics of complex biological systems. In particular he is a 
pioneer of Behavioral Epidemiology of Infectious Diseases, and he also works on modeling systems 
perturbed by bounded stochastic noises. He has published more than 120 papers in isi-indexed 
journals, 25 papers in books and proceedings, he has edited 5 books for Soringer-Nature group and 
4 special issues of isi-indexed scientific journals. His H-index is 37 (WoS) and his Google scholar h 
index is 45. He is in the editorial boards of “Journal of Mathematical Biology””, of “Journal of 
Optimization: theory and Applications” and of “PLoS One”. More info here: 
https://www.donofriolab.org/home 
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Ghent University, Belgium 

Title: Measuring and Evaluating BMI Dependent Drug Dynamic Response in Anesthetised Patients 

Abstract: In personalized medicine applications such as general anesthesia, an individualised 
pharmacokinetic (PK) model requires to move away from the classical assumption of homogeneous 
drug mixing in various tissue compartments in the body. However, the pharmacokinetic distributions 
are in fact following non-uniform distribution of uptake/clearance time constants for the drugs used 
to induce and maintain general anesthesia. This follows in the first instance from the tissue 
properties of muscle, fat, etc. These classical use of patient models assume to calculate these 
constants from population-based models as a function of age, gender, weight, height, lean body 
mass. Hitherto, there is no revision of these models for the incoming obesity problem in all adults as 
reported by WHO is expected to continually increase in coming decades, as co-morbidity correlated 
to increase of incidence in cardiovascular disease and type II diabetes. When these models are used 
in computer based optimization algorithms to find the best drug mixture for a personalized 
management of anesthesia, they do not suitably match the patient at hand. It follows that anomalous 
dixusion patterns axect the drug dynamic mixing and transforming to the exect site (further linked 
to its exect by PD pharmacodynamic models), and therefore axects the overall control system 
performance. As an example, a lean patient will have a faster and more homogeneous distribution of 
drug in the body than an obese patient. This presentation gives an overview on the opportunities to 
develop sensing techniques for a framework that will correlate BMI to fat volume in such PK models. 
There is an opportunity to employ fractional order models for anomalous dixusion characterization 
in drug accumulation and release dynamics. An experimental setup and data analysis from fat tissue 
samples is used to illustrate initial steps towards a theory that would oxer a revision of the classic 
patient models. 

Bio: Dr Clara Mihaela Ionescu is professor at Faculty of Engineering and Architecture, at Ghent University, 
Belgium since October 2016. She is a research-member of the laboratory of Dynamical Systems and Control. 
She holds a master degree is Automation and Applied Informatics in 2003 from Dunarea de Jos University of 
Galati, Romania, and a PhD degree in Biomedical Engineering from Ghent University in 2009. She was recipient 
of prestigious excellence scholarship for top-students going abroad from the Romanian Ministry of Research 
and Innovation during her master Studies at Ghent University in 2002. She was also recipient of prestigious 
excellent post-doctoral scholarship of Flemish Research Foundation, of Belgium for 6 years, from 2011 – 2017. 
She is an ERC Consolidator Grant fellow: AMICAS, Adaptive Multi-Drug Infusion Control System for General 
Anesthesia during Major Surgery. 
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Texas Tech University, USA 

Title: Thermodynamic Insights into Network Dynamics: Statistical Mechanics Perspective 

Abstract: Our study delves into the thermodynamic behaviors of extensive walks on non-random, 
connected graphs with potential random alterations and transportation noise. It employs statistical 
mechanics to gauge structural attributes crucial for network dynamics, revealing a Fermi–Dirac 
distribution of node fugacity in response to modifications. Notably, nodes with lower centrality are 
predisposed to future alterations. The analysis extends to finite graphs, emphasizing the applicability 
beyond random structures. This approach sheds light on complex network dynamics, especially in 
urban environments, elucidating the impacts of structural irregularities on mobility patterns. 
Ultimately, the research elucidates the statistical mechanics governing network evolution, crucial 
for understanding and optimizing complex systems. 

Bio: Dr Dimitri Volchenkov is a Professor of Applied Mathematics and Statistics at the Texas Tech 
University (USA), former Chair Professor at the Artificial Intelligence Key Laboratory of Sichuan 
Province, School of Automation and Information Engineering, Sichuan University of Science and 
Engineering (China), former qualified professor in France and Germany, admitted as the TTU SIAM 
professor of the year 2021/2022, “Nationally recognized talent” of China (“1000 Talent Plan of 
China”), awarded by the G. Zaslavsky award in Nonlinear Science and Complexity (USA), Cheung 
Kong Scholarship (China), Alexander von Humboldt and Volkswagen Fellowships (Germany), 
NATO/OTAN and C.N.R.S Fellowships (France), George Soros Fellowship (USA), and Scientists 
Federal Awards (Russia). 
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University of Lisbon, Portugal 

 

Title: Identifying fractional order transfer functions from frequency responses 

 

Abstract: This paper explores simple methods to identify fractional order models from a frequency 
response. The models addressed are explicit and commensurate, with one or two pseudo-poles. 
Such identification methods complement Levy’s identification method. 

 

Bio: Dr Duarte Valério is Associate Professor at Instituto Superior Técnico — University of Lisbon, 
where he got his MSc (2001) and PhD (2005) in Mechanical Engineering, with theses on fractional 
control, i.e. on the use of fractional (non-integer) order derivatives in control. He has worked with 
fractional control and fractional dynamic systems, and their applications in several areas, ever since. 
He also researches in the fields of energy conversion (in particular, the control of Wave Energy 
Converters, that produce electricity from the energy of sea waves) and bioengineering applications 
(modelling and control of dynamic systems such as biological processes). He has co-authored over 
sixty papers in journals with impact factors, three books, over seventy papers in conference 
proceedings, and nine book chapters. 
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University Medical Center Utrecht in the Netherlands 

Title: Targeted control of COVID-19 post-mass vaccination 

Abstract: SARS-CoV-2 infection currently causes common cold- or flu-like illness in most 
individuals, but patients with chronic conditions still experience a higher chance of COVID-19 
hospitalization and death. It is crucial to estimate COVID-19 burden in chronic patients and to 
determine how best to protect them from severe COVID-19. In this talk, I will present an assessment 
of the impact of post-pandemic vaccination strategies in chronic patients of dixerent ages. The 
model population is stratified by age, risk due to chronic conditions, and immunity level before the 
start of a seasonal post-pandemic outbreak. For risk classification due to pre-existing chronic 
conditions, we compare dixerent guidelines to stratify the population into three risk groups (low-, 
moderate-, and high-risk), i.e., the European classification by the European Centre for Disease 
Prevention and Control and national classifications by the public health institutes in individual 
European countries. We consider several strategies, namely vaccination of high-risk individuals, 
high- and moderate-risk individuals, individuals above 60 or 80 years old, and combinations of these 
strategies. I will discuss how best vaccination strategies dixer depending on the metrics used for 
their evaluation: 1) maximum vaccination impact as quantified by the reduction in the number of 
hospitalizations due to vaccination; 2) maximum vaccination exectiveness as quantified by the 
number needed to vaccinate to prevent one hospitalization. 

BIo: Dr Ganna Rozhnova is an Associate Professor in Infectious Disease Modeling at the University 
Medical Center Utrecht in the Netherlands. In addition, she holds an appointment as an Invited 
Associated Professor at the Faculty of Sciences of the University of Lisbon and a principal 
investigator at the BioISI—Biosystems & Integrative Sciences Institute in Lisbon, Portugal. Her 
research centers on the application of infectious disease modeling to answer questions and support 
evidence-based policymaking in public health. She is interested in understanding emergence, 
evolution and spatio-temporal dynamics of infectious diseases on dixerent scales (e.g., host, 
hospital/school or population) and evaluating the impact of interventions on disease transmission. 
Her most recent research aims to address the prospects of HIV elimination, the impact of promising HIV cure 
strategies on HIV transmission, and (post-)pandemic dynamics of SARS-CoV-2. Other applications include 
influenza, CMV and childhood infections. More info here: 
https://www.umcutrecht.nl/en/research/researchers/rozhnova-g 
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International Hellenic University 

Title: Investigating the dynamical behavior on systems with a positive maximal Lyapunov 
Characteristic Exponent near zero 

Abstract: In this talk, we will try to answer the question: ” What is the dynamical behavior when the 
proposed system has a  positive maximal Lyapunov Exponent” near to zero?”. To do so, we investigate 
many dynamical systems with the help of several numerical tools, such as Poincare sections and 
chaotic indices (SALI, FLI), and categorize the dixerent dynamical behaviors. 

Bio: Jamal-Odysseas Maaita is an Academic Fellow at the International Hellenic University physics 
department. His research interests are nonlinear dynamics, mechanical and electrical oscillations, 
dynamical systems theory, bifurcation theory,Hamiltonian mechanics, energy transfer in nonlinear 
oscillators, nonlinear electronic circuits, chaotic behavior, and Hidden attractors.He is an associate 
editor at “Discontinuity, Nonlinearity, and Complexity” and a member of the Greek Physicists Society 
and the Philosophy of Physics Society. 
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Universities of Colorado and North Carolina, USA 

Title: Motion and concentration dynamics of small particles and plankton in fluid flows 

Abstract: Advection and distribution of industrial impurities and biological organisms in the ocean 
and internal waters plays a crucial role in many ecological and biological situations. These processes 
have been studied for decades, but theoretical modeling of the action of currents and waves on 
micro-objects is limited. Even the basic equations for a particle motion in an inviscid fluid have been 
reconsidered several times up to the late 1980s. Here two classes of problems are outlined. The first 
is the complex dynamics of a particle with inertia in non-viscous fluid flows, studied both analytically 
and numerically. In general, the equations of such a motion are non-integrable, and we concentrate 
on the cases of axisymmetric flow (that is completely integrable) and a periodic cellular flow in which 
unbounded stochastic motions are possible. The second problem is the motion and redistribution of 
particles and plankton organisms under the action of currents and internal waves in the ocean. 
Particularly, the exect of solitary internal waves (internal solitons) which are suxiciently short to 
allow setting aside much slower processes such as diurnal changes of light and temperature, and 
internal tides. The cases of small Reynolds numbers Re when a passive particle moves with the fluid, 
and of large Re when its velocity can be smaller or larger than that of fluid, are considered. The 
dynamic of particles’ concentration is also studied. Two models of vertical swimming juxtaposing 
with the transport by the current are considered. Specific calculations refer to the waves in a two-
layer fluid and a stratified layer with a given buoyancy frequency. The results show that a wave axects 
the particles dixerently when they are initially distributed homogeneously, and when they occupy a 
thin layer as is rather common in the upper ocean. These results are in qualitative agreement with 
the available experimental data. 

Bio: Prof. Lev Ostrovsky received a PhD degree and a Doctor of Science degree and the title of Full 
Professor in the Soviet Union. Until 1994 he was a Laboratory Head and Chief Scientist at the Institute 
of Applied Physics of Russian Acad., Sci. in Gorky (later Nizhny Novgorod). He also kept a part-time 
professorship at Gorky/Nizhny Novgorod University. From 1994 to 2016, he worked in the USA as a 
Senior Scientist at the University of Colorado in Boulder, then at NOAA Environmental Science 
Research Laboratory in Boulder. Now Lev Ostrovsky is axiliated with Universities of Colorado and 
North Carolina as Adjunct Professor. He also had numerous visiting positions and fellowships at 
universities and laboratories in the USA, Britain, France, Australia, Norway, China, and others. The 
scientific interests of Lev at dixerent stages of his carrier included lasers and nonlinear optics, 
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biophysics, nonlinear and biomedical acoustics, fluid dynamics and oceanography, and general 
nonlinear wave theory. He is the author and co-author of 5 books, numerous book chapters and 
student’s workbooks, over 300 papers, 11 Invention Certificates (Russian patents), and a registered 
Discovery. Under his supervision, 18 students obtained a PhD degree; 12 of them were then awarded 
the Doctor of Science degree. He has been a plenary and invited speaker and a member of program 
committees at numerous scientific meetings. Among the Lev’s awards are the USSR State Prize, the 
Mandelstam Award of the Russian Academy of Sciences, Orson Andersen Distinguished Fellowship 
at Los Alamos National Laboratory, and the Lagrange Award of this Conference. He is a Fellow of the 
Acoustical Society of America, a member of American and European Geophysical Unions, and 
Russian Acoustical Society. He has been a Co-Editor of professional journals, including Chaos, 
Acoustical Physics, Atmospheric and Oceanic Physics, and Discontinuity, Nonlinearity, and 
Complexity (DNC). At present, he is an Honorary Editor of the journals Chaos and DNC. 
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Basque Center for Applied Mathematics (BCAM – Bilbao), Spain 

Title: Within-host models unravelling the dynamics of dengue reinfections 

Abstract: Caused by four serotypes, dengue fever is a major public health concern worldwide. 
Current modeling exorts have mostly focused on primary and heterologous secondary infections, 
assuming that lifelong immunity prevents reinfections by the same serotype. However, recent 
findings challenge this assumption, prompting a reevaluation of dengue immunity dynamics. In this 
study, we develop a within-host modeling framework to explore dixerent scenarios of dengue 
infections. Unlike previous studies, we go beyond a deterministic framework, considering individual 
immunological variability. Both deterministic and stochastic models are calibrated using empirical 
data on viral load and antibody (IgM and IgG) concentrations for all dengue serotypes, incorporating 
confidence intervals derived from stochastic realizations. With good agreement between the mean 
of the stochastic realizations and the mean field solution for each model, our approach not only 
successfully captures primary and heterologous secondary infection dynamics facilitated by 
antibody-dependent enhancement (ADE) but also provides, for the first time, insights into homotypic 
reinfection dynamics. Our study discusses the relevance of homotypic reinfections in dengue 
transmission at the population level, highlighting potential implications for disease prevention and 
control strategies [1].  

References 

[1] Anam, V., Guerrero, B.V, Srivastav A.K., Stollenwerk, N., Aguiar, M. (2024). Within-host models 
unravelling the dynamics of dengue reinfections. Infectious Disease Modelling, 9(2), 458-473 

Bio: Dr Maíra Aguiar is a mathematical epidemiologist working on infectious disease dynamics. With 
a multidisciplinary research profile, is trained in dynamical systems theory, stochastic processes, 
nonlinear dynamics, bifurcation analysis and biostatistics and her scientific interests addresses 
significant mathematical and fundamental questions in biology and medicine, with special focus on 
public health epidemiology modeling. Dr Aguiar is a former Marie Curie Fellow at Trento University, 
Italy. Since 2020, Dr. Aguiar is based at the Basque Center for Applied Mathematics (BCAM – Bilbao), 
Spain, where she leads the Mathematical and Theoretical Biology (MTB) group as an Ikerbasque & 
Ramon y Cajal Researcher. More info here: https://maira-aguiar.eu 
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Moscow State University of Civil Engineering, Russia 

Title: Mathematical modeling of viscoelastic auxetic materials via fractional calculus 

Abstract: In this talk I will examine the impact response of a viscoelastic auxetic plate with fractional 
viscosity, where the shear operator follows a fractional derivative model. Consequently, the auxetic's 
Poisson's ratio shifts from negative to positive over time. The mathematical model and numerical 
calculations based on asymptotic solutions confirm experimental results, showing improved 
indentation and impact resistance in auxetic materials. 

Bio: Dr Marina Shitikova is a Soros Professor and Principal Researcher at the International Center of 
Dynamics of Solids and Structures at Voronezh State University of Architecture and Civil Engineering 
in Russia. She received her MEng in Civil Engineering in 1982, a PhD degree in Structural Mechanics 
in 1987 from Voronezh Civil Engineering Institute, a DSc degree in Solid Mechanics in 1995 from the 
Institute for Problems in Mechanics, Russian Academy of Sciences and full Professorship in 1995 
from Voronezh State University of Architecture and Civil Engineering. Since 1994, she has been an 
Associate Member of the Acoustical Society of America, since 1995 she has been a Member of the 
EUROMECH, GAMM, the ASME International, and Russian Association “Women in Science and 
Education”. She has published more than 200 papers dealing with structural mechanics, vibrations, 
wave dynamics, acoustics, and fractional calculus viscoelasticity. In 1998 she was awarded the 
Russian President’s Fellowship for Outstanding Young Doctors of Sciences. She is a grantee of the 
International Foundation, DFG, DAAD, Fulbright Foundation, and Russian Foundation for Basic 
Research. 
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Los Alamos National Laboratory, USA 

 

Title: Modeling Hepatitis Virus Infection in the Liver 

Abstract: Mathematical models of viral replication and interactions with the host have been critical 
in developing a dynamical understanding of viral biology. At the same time, these models represent 
a paradigm in applying mathematics to medicine. Hepatitis B and hepatitis C viruses both infect the 
liver, but have very dixerent life cycles. However, the principles of mathematical models and the 
models themselves are similar and applicable to both viruses. These models have helped us 
understand and quantify the exects of therapy against these infections, as well as the biology of the 
viruses. We have been studying infection directly in the liver, using a new technique based on single 
cell laser capture micro-dissection. This allows us to quantify the levels of infection in hepatocytes, 
the primary site of replication. The insights brought by these models tell us how fast the virus 
replicate, the exect on killing infected cells, the virus mutation rate and how to quantify the exect of 
novel therapies. 

Bio: Dr Ruy M. Ribeiro got his Ph.D. in Mathematical Biology at the University of Oxford, UK. He then 
joined Los Alamos National Laboratory (LANL) in 2000, as a Postdoctoral Researcher, later becoming 
a stax scientist working on viral and immune system dynamics. His main research interests are the 
pathogenesis of infections, and the use of quantitative modeling tools to gain insight into viral and 
immune system dynamics. His work has always entailed close collaborations with experimental 
researchers to develop proper statistical and dynamic models to analyze experimental data. His 
modeling work spans multiple scales from the intracellular (eg. a model of the molecular details of 
HCV infection) to the epidemiological (including HIV and influenza epidemics). He was Professor of 
Statistics at the Medical School of the University of Lisbon, while on leave from LANL, between 2017 
and 2020. Ruy Ribeiro has over 140 peer-reviewed papers in this area, and he is/was the PI of several 
research projects funded by the National Institutes of Health, the European Union, and the 
Department of Energy. 
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                University of Pisa, Italy 

 

Title: Weak and Not so weak Mean Field Coupling regime. Invariant Measures, Convergence to 
Equilibrium, Linear Response 

 

Abstract: We describe a general approach to the theory of self consistent transfer operators. These 
operators have been introduced as tools for the study of the statistical properties of a large number 
of all to all interacting dynamical systems subjected to a mean field coupling. We consider a large 
class of self consistent transfer operators and prove general statements about existence of invariant 
measures, speed of convergence to equilibrium, statistical stability and linear response. We also 
consider the problem of finding the optimal coupling between maps in order to change the statistical 
properties of the system in a prescribed way. 

 

Bio: Stefano Galatolo is Associate Professor at Dipartimento di Matematica, University of Pisa and 
director of Centro Interdipartimentale per lo Studio dei Sistemi Complessi. His research focuses on 
dynamical systems, its statistical behavior and computational methods. He is author of about 50 
papers in these fields and currently editor of Chaos Solitons and Fractals and Journal of Fixed Point 
Theory and Applications. More info here: http://users.dma.unipi.it/galatolo/  
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University of Sevilha, Spain 

Title: Approximating the dynamics of a stochastic PDE model by using colored noise 

Abstract: The theory of Random Dynamical Systems is nowadays very well developed and provides 
an appropriate framework to describe the pathwise dynamics of a good number of interesting 
stochastic PDE models from applied sciences. The main idea is to transform the stochastic problem 
into a random one by performing some kind of transformation (also called conjugation) which allows 
us to use the deterministic techniques to analyze the long time behavior of the system. However, 
when the noise term in the stochastic model is not linear, such conjugation is not known yet when 
we are dealing with a stochastic partial dixerential equation. Recently, a new technique is being used 
to approximate the stochastic problem. The idea consists in replacing the standard white noise 
(usually the generalized derivative of a Wiener process) but the so-called colored noise, which is  a 
stationary stochastic process (generally an Ornstein-Uhlenbeck process) and strongly related to the 
Wong-Zakai approximation to the white noise. In this talk, we will analyze a problem driven by colored 
noise and explain the advantages of Wong-Zakai approximations, and the limitations of this 
alternative as well. 

Bio: Dr Tomás Caraballo is Professor at the Departamento de Ecuaciones Diferenciales y Análisis 
Numérico of the University of Sevilla, Spain. Professor Caraballo received his Ph.D. in Mathematical 
Sciences from the University of Sevilla in November 1998. His research interests include 
deterministic and stochastic dynamical systems and applications from the applied sciences. More 
specifically, he was worked on stochastic partial dixerential equations, models with delay and 
memory, impulsive systems, non-autonomous and random dynamical systems, nonlocal dixerential 
equations including those of fractional time, models from biology, epidemiology, physics, population 
dynamics, etc He has published more than 350 papers so far, which can be seen in the web. Link: 
https://personal.us.es/caraball/tcgpublic.html  
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“Aurel Vlaicu” University of Arad, Romania 

Bio: Dr Valentina E. Balas is currently Full Professor in the Department of Automatics and Applied 
Software at the Faculty of Engineering, “Aurel Vlaicu” University of Arad, Romania. She holds a Ph.D. 
Cum Laude, in Applied Electronics and Telecommunications from Polytechnic University of 
Timisoara. Dr. Balas is author of more than 400 research papers in refereed journals and International 
Conferences. Her research interests are in Intelligent Systems, Fuzzy Control, Soft Computing, 
Smart Sensors, Information Fusion, Modeling and Simulation. She is the Editor-in Chief to 
International Journal of Advanced Intelligence Paradigms (IJAIP) and to International Journal of 
Computational Systems Engineering (IJCSysE), member in Editorial Board member of several 
national and international journals and is evaluator expert for national, international projects and 
PhD Thesis. Dr. Balas is the Head of Intelligent Systems Research Centre in Aurel Vlaicu University of 
Arad and Head of the Department of International Relations in the same university. She served as 
General Chair of the International Workshop Soft Computing and Applications (SOFA) in ten editions 
organized in the interval 2005-2022 and held in Romania and Hungary. Dr. Balas participated in many 
international conferences as Organizer, Honorary Chair, Session Chair, member in Steering, Advisory 
or International Program Committees and Keynote Speaker. Recently she was working in a national 
project with EU funding support: BioCell-NanoART = Novel Bio-inspired Cellular Nano-Architectures 
– For Digital Integrated Circuits, 3M Euro from National Authority for Scientific Research and 
Innovation. She is a member of European Society for Fuzzy Logic and Technology (EUSFLAT), member 
of Society for Industrial and Applied Mathematics (SIAM) and a Senior Member IEEE, member in 
Technical Committee – Fuzzy Systems (IEEE Computational Intelligence Society), chair of the Task Force 14 in 
Technical Committee – Emergent Technologies (IEEE CIS), member in Technical Committee – Soft Computing 
(IEEE SMCS). She is member in the Committee of IEEE Romania Section as Volunteers Training Coordinator 
and vice chair of IEEE Computational Intelligence Society Chapter – CIS 11. During the interval 2021-2022 she 
was a member of IEEE European Public Policy Committee Working Group on ICT. From May 2023 Dr. Balas is 
associate member of Romanian Academy of Scientists. Dr. Balas was past Vice President (awards) of IFSA – 
International Fuzzy Systems Association Council (2013-2015), is a Joint Secretary of the Governing Council of 
Forum for Interdisciplinary Mathematics (FIM), – A Multidisciplinary Academic Body, India. She is the recipient 
of the “Tudor Tanasescu” Prize from the Romanian Academy for contributions in the field of soft computing 
methods (2019) and “Stefan Odobleja” Prize from Romanian Academy of Scientists (2023). 
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Belgorod State University, Russia 

 

Title: Basic Problems in the Theory of Pseudo-Dixerential Equations 

 

Abstract: A solvability problem for elliptic pseudo-dixerential equations in domains with a non-
smooth boundary is studied. Digitization problem for these equations and certain problems related 
to a limit transform with a small parameter are considered also. 

 

Bio: Professor Vladimir Vasilyev is Chair of Dixerential Equations, at Belgorod National Research 
University. More information:  
https://scholar.google.ru/citations?hl=en&user=NfV8TwkAAAAJ&view_op=list_works&sortby=pubd
ate and https://www.researchgate.net/profile/Vladimir-Vasilyev-2  
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MATHEMATICAL MODELLING OF VECTOR-BORNE DISEASES. 
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Vector-borne diseases account for approximately 17% of all infectious diseases in the world and they cause 
about 700 000 deaths each year. Vector-borne diseases are transmitted by vectors including mosquitoes, ticks, 
and fleas. In our work we mainly focus on diseases transmitted by mosquitoes like dengue, zika and 
chikungunya. We extend a classical SISUV model [4] to a fractional-order system given by fractional-order 
differential equations [1]. This type of model better characterizes the virus transmission process as it involves 
memory and hereditary properties. We also consider a fractional version of SIRUV model [3]. We investigate 
asymptotic stability for both models and perform numerical simulations. 
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Abstract: SARS-CoV-2 infection currently causes common cold- or flu-like illness in most individuals, but 
patients with chronic conditions still experience a higher chance of COVID-19 hospitalization and death. It is 
crucial to estimate COVID-19 burden in chronic patients and to determine how best to protect them from 
severe COVID-19. In this talk, I will present an assessment of the impact of post-pandemic vaccination 
strategies in chronic patients of different ages. The model population is stratified by age, risk due to chronic 
conditions, and immunity level before the start of a seasonal post-pandemic outbreak. For risk classification 
due to pre-existing chronic conditions, we compare different guidelines to stratify the population into three risk 
groups (low-, moderate-, and high-risk), i.e., the European classification by the European Centre for Disease 
Prevention and Control and national classifications by the public health institutes in individual European 
countries. We consider several strategies, namely vaccination of high-risk individuals, high- and moderate-risk 
individuals, individuals above 60 or 80 years old, and combinations of these strategies. I will discuss how best 
vaccination strategies differ depending on the metrics used for their evaluation: 1) maximum vaccination 
impact as quantified by the reduction in the number of hospitalizations due to vaccination; 2) maximum 
vaccination effectiveness as quantified by the number needed to vaccinate to prevent one hospitalization. 

keywords: infection dynamics; vaccination;                                  
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Abstract: Mathematical models of immune mediated disorders provide an analytic platform in 

which we can address specific questions concerning disease immune dynamics to dictate the 

choice of treatment. Rheumatoid arthritis is a systemic autoimmune disease characterized by the 

joint inflammation and the cartilage destruction. Autoreactive B lymphocytes represent the 

integral elements of the pathophysiology of rheumatoid arthritis.  Immune balance between the 

effector and the regulatory T cell subsets guide the autoreactive B cell fate and play a cardinal 

role in disease severity. Using non-linear differential equations, we developed a novel 

mathematical model that describes the immunopathogenesis of rheumatoid arthritis [1, 2]. The 

model explores the functional dynamics of cartilage destruction during disease progression, in 

which a system of differential equations deciphers the interactions between autoreactive B 

lymphocytes and T helper cells. As the further task, we present here the refined model of the 

disease course in which the immunomodulatory effect of IL-6, - a molecule that drives the cross-

talk of pro-inflammatory and regulatory subsets of T lymphocytes, is explained. IL-6 targeting is 

also taken into consideration in the disease treatment model, in which the modalities of treatment 

with methotrexate and tocilizumab in a separate or combined scheme are addressed. For such 

treatment model, the corresponding Cauchy problem is posed and its solution is found. In 

conclusion, we propose a novel mathematical model that best describes the readouts of the 

course and treatment outcomes of rheumatoid arthritis and, therefore, may take a rapid pace 

towards its implementation in biomedical and clinical research. 

Keywords: non-linear differential equations, mathematical model, rheumatoid arthritis. 
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Mathematical modeling of high grade gliomas:

Investigating the impact of hypoxic events on tumor
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Abstract: We discuss the development and analysis of mathematical models for under-
standing the growth dynamics of high-grade gliomas, a type of deadly brain tumor. The
models focus on the interplay between different cellular phenotypes, particularly in response
to hypoxic (low oxygen) conditions. The study explores how hypoxic events may accelerate
tumor growth and considers various scenarios of cellular behavior, aiming to provide insights
into potential treatment strategies. The research uses mathematical techniques, including
differential equations and symmetries, to derive exact analytical solutions and simulate dif-
ferent biological scenarios.

keywords: Lie symmetries; ordinary differential equations; gliomas.

MSC2020: 35Q92, 35K57, 92-08.

The authors are submitting this abstract to the Special Session number 10: Symmetries and
Conservation Laws for Nonlinear Partial Differential Equations with Applications.

1 Introduction

Malignant gliomas are the most frequent and deadly type of brain tumors. Over the last years,
complex mathematical models of cancerous growths have been developed increasingly, especially
on solid tumors, in which growth primarily comes from cellular proliferation. High-grade gliomas
are tumors of the glial cells, which are found in the brain and spinal cord. They are called
high-grade because these tumors are fast-growing and they spread quickly through brain tissue,
which makes them hard to treat. Median survival is generally less than one year from the time
of diagnosis, and even in the most favorable situations, most patients die within two years [1].

Mathematical modeling is a powerful tool for analyzing biological problems. These models have
the potential of becoming useful against cancer in three different ways: in personalized medicine,
accessing unreachable scales and formulating novel hypothesis.
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2 Results and discussion

In [2], the authors considered a reduced continuous model describing the evolution of high grade
gliomas in response to hypoxic events through the interplay of different cellular phenotypes.
This model was studied in order to show how hypoxic events may have a role on the acceleration
of the growth speed of high grade gliomas. The authors considered two cellular phenotypes to
describe this model: One of them is more migratory and a second one is more proliferative.
Therefore, u(t, x) denoted a proliferative (or normoxic) phenotype and v(t, x) denoted a migra-
tory (or hypoxic) phenotype. The authors assumed that the model is based on a pair of coupled
Fisher-Kolmogorov equations (or diffusive Lotka-Volterra equations), including a coupling term
accounting for the decay of hypoxic cells into the normoxic phenotype [2].

In this paper, the model considered has been generalized in the following manner: Here u(t, x, y, z)
denotes a proliferative (or normoxic) phenotype, and v(t, x, y, z) denotes a migratory (or hy-
poxic) phenotype, where the force driving phenotype changes is the local oxygen pressure. We
considered the independent variables t as the time and x, y, z as the 3-dimensional space. This
model is based on a pair of diffusive Lotka-Volterra equations [3, 4, 5]), but including a coupling
term accounting for the decay of hypoxic cells into the normoxic phenotype [2]. The generalized
model is described by the equations F1 ≡ ut − d1(uxx + uyy + uzz)− ρ1(1− u− v)u− g(v) = 0,

F2 ≡ vt − d2(vxx + vyy + vzz)− ρ2(1− u− v)v + g(v) = 0,
(1)

where d1 and d2 are the diffusion coefficients for the proliferative and migratory phenotypes.
These parameters satisfy d2 > d1, and ρ1, ρ2 are the proliferation rates for both phenotypes
with ρ1 > ρ2. System 1 is then a generalization of the system considered in [2]. The function
g(v) corresponds to the migratory phenotype switch, changing from the proliferative type to a
hypoxic one, where there is a lack of oxygen.

3 Conclusions and Future work

The search for exact solutions to nonlinear PDEs plays a fundamental role in the analysis of
nonlinear physical phenomena. One of the most famous and established procedures for obtaining
exact solutions of differential equations is the classical Lie method.

In this work, taking into account the classical symmetries admitted by the system [6, 7] we use
the transformations groups to reduce the equations to ordinary differential equations. Then
the work is focused on exact analytical solutions that present several relevant applications in
the field of mathematical biology. Due to the interest in the phenotypic switch in normoxic
and hypoxic cells [2], we focus on the simulation of such scenarios. In our case, we consider
a linear and quadratic phenotypic switch and a limited decrease of hypoxic cells to track the
interpretability of the parameters used.
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Abstract: At present, childhood leukemia patients survival accounts for the 80% of cases.
This means that 20% of treatments are unsuccessful, therefore, it is definitely required to
determinate different strategies to analyse patients data. Thus the importance to monitor
the amount of leukemic cells to predict relapses in the first treatment phase. In this work
we present results from our recently published article where a model of cells dynamics in
bone marrow is proposed, taking into account the effect of the treatment. This model allows
to observe how the risk of relapse is connected with some values in bone marrow in the
first treatment phase. Furthermore, several parameters are related to treatment dynamics,
therefore proposing a basis for future works regarding childhood ALL survival improvement.

keywords: Mathematical model; Leukemia; Cancer Treatment
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1 Introduction

Leukemia is a cancer originating in the bone marrow. Particularly, it arises from a disruption
in hematopoiesis, the process in charge of blood cells production [5]. Depending on the affected
cell, there are different types of leukemia. Acute Lymphoblastic Leukemia (ALL) is caused by
cells with fast growth in the lymphoid branch, with special incidence in pediatric patients [6, 7].

Each type and subtype of leukemia has an associated protocol that specifies the therapeutic rec-
ommendations, and that varies from country to country [2]. In particular, SEHOP-PETHEMA-
2013 protocol is used in Spain to treat pediatric patients with ALL. At present, mathematical
models provide a wide variety of applications in medicine. Mathematical oncology is considered
useful to understand and approach cells behavior. These works allow to study the healthy cells
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development in bone marrow [3, 1] and simulate the appearance of a leukemic cell and its pro-
liferation.

In this work, we focus on the simulation of leukemic cells dynamics when treatment is admin-
istered. In terms of mathematical analysis, we study how treatment affects to both leukemic
and healthy cells develop. This will allow us to propose future works related to classify patients
with higher risk of relapse and improve their treatments.

2 A mathematical model of treatment influence in a leukemic
bone marrow

We base our study on previous works which presented mathematical models about the lymphoid
branch dynamics cells [1], and other models about immunotherapy which described bone marrow
behaviour [4] in other situations.

We present three cells populations depending on their maturation states: Pro-B (C1), Pre-B
(C2) and Transition cells (C3), and we included a Leukemic compartment (L):

dC1

dt
= c0 + sρ1C1 − α1C1, (1a)

dC2

dt
= sρ2C2 + α1C1 − α2C2, (1b)

dC3

dt
= α2C2 − α3C3, (1c)

dL

dt
= sLρLL

(
1− L

Lmax

)
− γLL. (1d)

where ρ1 and ρ2 are the proliferation rates and α1, α2 and α3 are transition rates. Depending
on the stage where leukemia originates, ρL = ρ1 if the first leukemic cell belongs to Pro-B
compartment and if leukemia appears in Pre-B stage, ρL = ρ2. Healthy cells are influenced
by the total amount of cells in bone marrow while leukemic cells do not control their own
proliferation, in consequence, signal is only generated by healthy cells. Being

s =
1

1 + k
(
L+

∑3
i=1Ci

) , sL =
1

1 + k
∑3

i=1Ci

. (2)

Now we model the treatment schedule from SEHOP-PETHEMA protocol, using in Spain for
Standard Risk Patient, Figure 1.

Figure 1: Schedule for Induction I’A treatment for a Standard Risk Patient. Data from
SEHOP-PETHEMA protocol: Prednisone (PRED) is administered at 60mg/m2/day for the first
28 days. Then, the dose is reduced. Vincristine (VCR): 1.5mg/day on days 8, 15, 22 and 29.
Daunorubicine (DNR): 30mg/m2/day on days 8 and 15. Asparaginase (ASP): 10000U/m2/day
on days 12, 15, 18, 21, 24, 27, 30 and 33.
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We consider the treatment µj(t) = µj as a function that describes the amount of drug j in the
bone marrow at time t: Prednisone (µP ), Vincristine (µV ), Daunorubicin (µD) and Asparaginase
(µA). Once the dose is administered, the drug has an exponential decrease associated with that
medicine half-life. We then define µj : R+ → R+ as

dµj

dt
= −λjµj , (3)

with λj related to each drug j half-life τj measured in days λj =
log(2)

τj
.

Each drug j has a different dose qj in several days Dj ⊂ N, as shown in Figure 1. We define the
dose administered as Qj(t). We finally consider the total treatment function µ, as the weighted
sum of all drugs with the weight δj which indicates the influence of drug j on the total effect of
the treatment.

We obtain he mathematical model of treatment influence:

dC1

dt
= c0 + sρ1C1 − α1C1 − µρ1C1, (4a)

dC2

dt
= sρ2C2 + α1C1 − α2C2 − µρ2C2, (4b)

dC3

dt
= α2C2 − α3C3, (4c)

dL

dt
= sLρLL

(
1− L

Lmax

)
− γLL− µρLL, (4d)

µ =
∑
j∈J

δj (µj +Qj) , (4e)

Qj =


qj t ∈ Dj ,

0 t /∈ Dj ,

, (4f)

dµj

dt
= −λjµj(t). (4g)

3 Conclusions and Future work

Leukemia is the most frequently type of cancer in pediatric age. Even if its survival rate has
increased in the recent years, about 15 − 20% of treatments are unsuccessful, and patients re-
lapse. For this reason, an analysis of leukemic cells behavior and its treatment. Our goal is to
find patterns in bone marrow with drugs applied at the early stage of the disease. With this, it
could be possible to predict relapses and improve current treatments.

We have reviewed a healthy bone marrow model, and included the assumption of the appearance
of a leukemic cell. The Model (1) replicates the leukemic population growth. On the other
hand, from the information collected in the SEHOP-PETHEMA-2013 protocol, we model the
treatment behavior in the bone marrow when it is administered. A theoretical model of the
bone marrow dynamics, Model (4), is presented to study, based on previous works along with
new assumptions about leukemic cells behaviour and treatment.

In order to study parameters related to prednisone and vincristine, we have simulated Model (4)
for different values of these parameters and a classifier have obtained.
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Garćıa, and Maŕıa Rosa. A mathematical description of the bone marrow dynamics during
CAR T-cell therapy in B-cell childhood acute lymphoblastic leukemia. International Journal
of Molecular Sciences, 22(12):6371, 2021.

[5] Stuart H. Orkin and Leonard I. Zon. Hematopoiesis: an evolving paradigm for stem cell
biology. Cell, 132(4):631–644, 2008.

[6] Ching-Hon Pui, Dario Campana, and William E. Evans. Childhood acute lymphoblastic
leukaemia–current status and future perspectives. The lancet oncology, 2(10):597–607, 2001.

[7] Ching-Hon Pui, Leslie L. Robison, and A. Thomas Look. Acute lymphoblastic leukaemia.
The Lancet, (9617), 2008.

4 14

babo
Retângulo



International Conference onMathematicalAnalysis andApplications in Science andEngineering

ICMA2SC’24

ISEP Porto-Portugal, June 20 - 22, 2024

Exponentially Varied Diffusivity with Gompertz

Dynamics for Modeling Tumor Cells Proliferation

Jose Luis Diaz Palencia1,2⋆

1 Department of Mathematics and its Education
Universidad a Distancia de Madrid, 28400 Madrid, Spain.

2 Department of Information Technology, Escuela Politecnica Superior, Universidad San Pablo-CEU,
CEU Universities, Campus Monteprincipe, Boadilla del Monte, Madrid 28668, Spain.

1,2⋆joseluis.diaz.p@udima.es or jose.diazpalencia@ceu.es

Abstract: This study involves using reaction-diffusion mathematical models, particularly
the Gompertz dynamics along with spatially varied diffusivity, to analyze tumor cell behav-
ior at different stages. It also examines the stability and uniqueness of solutions in weighted
Sobolev spaces and explores solutions like travelling waves (dispersive and non-dispersive)
and similarity solutions. When possible, these solutions have been validated with experi-
mental tumor growth data.
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1 Introduction

Reaction-diffusion models are important for predicting the spatiotemporal progression of tumors.
A vital component of these models is the precise representation of cancer cell proliferation,
a characteristic distinguishing cancer cells from normal ones. Traditional exponential growth
models for cell proliferation are found inadequate for describing cancer progression beyond initial
stages. More advanced models like Gompertzian and logistic growth, which include the concept
of ”carrying capacity” (the maximum sustainable cell population), provide better accuracy due
to their additional adjustable parameters (for further details, see [1] and [2]). The form of the
Gompertz growth is generally given as R(u) = ru ln

(
K
u

)
, where r is the maximum growth rate

of the tumor cells, K is the carrying capacity of the environment and u the cells population.
In addition, it is very relevant to model the spread of tumor cell through adequate diffusivity
mechanisms that consider the particular microenvionments (see [3]), and this shall be based in
experimental data as provided in [4] (and particularly the modelling of normoxic cells which
are those with an advanced capacity for proliferation given their adequate levels of oxygen).
Considering the Grades 2 and 3 of glioma (Figure 2 of [4]) we propose a diffusivity of the form:
Di(x) = di exp(−λix), where i = 2, 3 represent the Grades 2 and 3, di represents the diffusivity
at the tumor center, and λi is the decay rate. For Grade 4 of glioma (Figure 2 of [4]) the
proposed diffusivity is assessed as D4(x) = g4 exp(−γ(x − x0)

2), where exp(−γ(x − x0)
2) adds

a Gaussian peak at x0 to model increased diffusivity and g4, γ, x0 are parameters.

15



Based on the these principles, we consider a PDE of the form

∂u

∂t
= ∇ · (Dj(x)∇u) +R(u), (1)

where j = 2, 3, 4 for each Grade of tumor, u(x, t) represents the normoxic tumor cell den-
sity at position x ∈ Ω ⊂ Rd, d = 2, 3 and time t ∈ (0, T ). The initial distribution of
normoxic tumor cells is u(x, 0) = u0(x) ∈ L2(Ω), where Ω represents the spatial domain of

the organic tissue. We consider Neumann boundary conditions ∂u
∂n

∣∣∣∣
∂Ω

= 0, where n is the

outward normal vector on the smooth boundary ∂Ω. To accommodate these spatial varia-
tions in the diffusivity within a functional framework, we employ a weighted Sobolev space
W k,p

ω (Ω) with weight ω(x) = exp(γ(x− x0)
2), so that the weighted Sobolev space is W k,p

ω (Ω) ={
u ∈ Lp

ω(Ω) :
∂αu
∂xα ∈ Lp

ω(Ω),∀|α| ≤ k
}
, where α is a multi-index representing the order of deriva-

tives. For Eq. (1), we set k = 2 for second-order spatial derivatives in the diffusivity terms and
p = 2 for the L2-space, leading to the space W 2,2

ω (Ω). This space is apt for formulating weak
solutions to Eq. (1) and captures the non-uniform tumor microenvironment through spatially
varying diffusivity for different tumor grades.

2 Results and discussion

Theorem: (Uniqueness of Weak Solution) Consider the reaction-diffusion equation in a bounded
domain Ω given by∫

Ω

∂u

∂t
ϕ dx = −

∫
Ω
D(x)∇u · ∇ϕdx+

∫
Ω
R(u)ϕdx ∀ϕ ∈ W k,p

ω (Ω), (2)

where D(x) is the diffusivity function satisfying 0 < Dmin ≤ D(x) ≤ Dmax < ∞ for x ∈ Ω (note
that we omit the sub-index j in Dj for simplicity), and R(u) = ru ln

(
K
u

)
is the reaction term.

Then, there exists a unique weak solution u ∈ W k,p
ω (Ω).

To introduce a short version of the proof, we establish the boundedness and coercivity of the bi-
linear form associated with the diffusion term and the Lipschitz continuity of the nonlinear term
R(u). The bilinear form is B(u, ϕ) =

∫
ΩD(x)∇u · ∇ϕdx, for u, ϕ ∈ W k,p

ω (Ω). We assume that
D(x) is bounded above in Ω by a constant Dmax. Then |B(u, ϕ)| ≤ Dmax∥∇u∥L2(Ω)∥∇ϕ∥L2(Ω),
where this last term follows from the Cauchy-Schwarz inequality. To establish coercivity, we
assume that D(x) is bounded below by a positive constant Dmin: B(u, u) ≥ Dmin

∫
Ω |∇u|2 dx =

Dmin∥∇u∥2L2(Ω). The nonlinear term R(u) = ru ln
(
K
u

)
satisfies Lipschitz continuity: Let M

be the upper bound of |R′(u)| on a compact subset of Ω. Then, by the mean value theo-

rem for all u, v ∈ W k,p
ω (Ω) and for almost every x ∈ Ω, there exists ξ between u(x) and

v(x) such that: |R(u(x)) − R(v(x))| = |R′(ξ)||u(x) − v(x)| ≤ M |u(x) − v(x)|. Although, we

have provided some results concerning the L2 space, recovering the space W k,p
ω (Ω) follows

from the application of Sobolev embedding theorems (refer to [5, 6]). By the application

of the Lax-Milgram theorem, we conclude that there exists a unique u ∈ W k,p
ω (Ω) satisfying

the weak formulation. The time weak continuity follows simply by considering the expression
limh→0

∫
Ω

u(t+h)−u(t)
h ϕ(t) dt+

∫
Ω u(t)∂ϕ∂t (t) dt = 0.

Now, we focus on the stability of solutions and the effectiveness of clinical treatments. For
this, consider the concentration of stationary cells in a tumor, denoted as us that can resist
to therapies in time. A steady-state solution is given by 0 = ∇ · (D(x)∇u) + ru ln

(
K
u

)
, with

Neumann boundary condition. Consider a small perturbation around the steady-state solution
denoted by ϵη(x, t), where ϵ is a small parameter and η(x, t) is the perturbation. Then u(x, t) =
us(x)+ ϵη(x, t). Substitute the perturbed solution and linearize around us(x) neglecting higher-
order terms of ϵ to have: ∇ · (D(x)∇ϵη). The reaction term linearizes using a first-order Taylor
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expansion: rus ln
(

K
us

)
+ rϵη ln

(
K
us

)
− rϵη

us
. Combining these, we get the linearized PDE for

η(x, t): ηt = ∇ · (D(x)∇η) + rη ln
(

K
us

)
− rη

us
. This linearized equation is analyzed for stability

considering solutions of the form η(x, t) = ϕ(x)eσt, where σ is the growth rate related with the
effectiveness clinical treatment and ϕ(x) is a smooth function with 0 < ∇ϕ ≪ 1. The sign of σ
determine the stability of the steady-state solution us(x) and the efficiency of clinical treatment.
If Re(σ) < 0 for all perturbations, us(x) is stable and time decreasing. This means that the
beginning of clinical treatment is effective. If Re(σ) > 0 for any perturbation, us is unstable and
time increasing. In this case, the stationary cells are reactive making the clinical treatment less
effective. Substituting into the linearized equation yields: ϕ(x)σeσt = ∇ ·

(
D(x)∇(ϕ(x)eσt)

)
+

rϕ(x)eσt ln
(

K
us

)
− rϕ(x)eσt

us
. Considering that ∇ϕ ≪ 1 so that the diffusive terms are small,

we have: σ ≈ r ln
(

K
us

)
− r

us
. In this approximation, the behavior of the solution is primarily

governed by the reaction term. The sign of σ depends on the balance of these two terms. If the
positive contribution from the logarithmic term outweighs the negative term, σ will be positive,
indicating instability. If the negative term dominates, σ will be negative, indicating stability.

Our intention now is to search for travelling waves solutions for Grades 2 and 3 of normoxic
cells (Figure 2 in [4]). Then, u(x, t) = f(z) where z = x · b − ct ∈ R, being b the direction of
propagation and c is the wave speed. For the sake of simplicity, we will assume that x · b = x.
This transformation turns the original PDE (1) into an ODE in terms of the travelling wave

variable z: −c dfdz = d
dz

(
di exp(−λi(z + ct)) dfdz

)
+ rf ln

(
K
f

)
. For tumor Grades 2 and 3, as

indicated in Figure 2 of [4], the normoxic tumor cell density remains relatively constant with
distance, implying that local growth dynamics (like Gompertzian growth) are more influential
than diffusion. Therefore, in these tumor grades, the proliferation zone is primarily governed
by the reaction term. Then, df

f ln
(

K
f

) = − r
cdz. Using a substitution for the left-hand side:∫ −Ke−ydy

Ke−yy
=

∫ −dy
y = − ln |y| + C1, where y = ln

(
K
f

)
. Operating with standard means,

we have that f(z) = K
exp(exp(C1+

r
c
z−C2))

. After applying Neumann condition, we have that

f(z) ≈ K
exp(exp(C1+

r
c
z))

. Based on this expression, we carry out a data fitting process with the

Grade 2 of normoxic cells as indicated in Figure 2 of [4]. Making an optimization based on
the minimization of the squared errors, the estimated values for the parameters are: K ≈
0.240; C1 ≈ −2.374; r ≈ 0.216; c ≈ 0.345. We repeat the same calibration process for the
Grade 3 of normoxic cells that are indicated in Figure 2 of [4]. In this case, the values for the
involved constants are: K ≈ 0.615; C1 ≈ −1.410; r ≈ 0.3985; c ≈ 59.594.

Now, we aim at applying the Tanh-method to obtain dispersive travelling waves. For this:
u = A tanh(z), where z = x · b − ct ∈ R, with b representing the unit direction of wave
propagation and c denoting the wave speed that in general is given as c(x, t). Upon substitution
and assuming that z = x− ct is small: −c(1− z2) ≈ rz ln

(
K
z

)
. Since we are considering small

values of z, we have c ≈ rz ln z ≈ −rz. Hence, recovering the original variables, we have the
following value for c(x, t) ≈ rx

rt−1 . We remark that in a complex environment various factors
contribute to non-uniform proliferation of cells as expressed by a spatially and time varied
travelling wave speed c(x, t).

Now, we search for solutions in case of grade 4 of cancer growth, we consider that main driver
is given by the diffusion of cells which is predominant over the reaction term. We make use
of the travelling wave ansazt, this is u(x, t) = f(z) where z = x · b − ct ∈ R, then: −cf(z) =
(g4 exp(−γ(z+ct−x0)

2)) dfdz +C. where C is assumed to be null for simplification purposes. This
last equation can be solved by separating variables and integrating, so that upon recovering the

original variables, we get that: f(x−ct) = exp
(∫ −c

g4
exp(−γ(x− x0)

2)dx
)
. To assess the specific

values of the involved constants, we use again the data obtained from Grade 4 of normoxic cells
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as plotted in Figure 2 of [4]. After applying optimization and fitting techniques, we obtain
the following values for the involved constants and t value: c = 0.62; g4 ≈ 1.73; γ ≈ 2.43; t ≈
−0.2431. Such a negative value for the time variable is not actually a physical burden as travelling
waves are equivalent up to translations.

Eventually, we seek a similarity solution of the form u(x, t) = U(ξ) with the similarity vari-

able ξ = x−x0(t)
tα . Substituting these into the PDE, assuming x0 = x0(t) and x′0 = dx0

dt , the

equation becomes: −αξt−α−1U ′(ξ) − x′0t
−αU ′(ξ) = d

dx

(
g4 exp(−γ(x− x0)

2))U ′(ξ)
)
. Consider-

ing x = ξtα + x0, and differentiating the right side with respect to x, we find −αξt−1U ′(ξ) −
x′0U

′(ξ) = tα d
dξ

(
g4 exp(−γ(ξtα)2))U ′(ξ)

)
. This equation can be simplified by recognizing that

the term involving x′0 represents the movement of the peak in diffusivity, which could be re-
lated to a constant travelling speed c if x0 is linear in t. Then we arrive to: (ξ − c)U ′(ξ) =
g4 exp(−γξ2)U ′′(ξ)− 2g4γξ exp(−γξ2)U ′(ξ). The resolution of this equation is complex, requir-
ing simplifications based on biological realities. Specifically, we posit that the second term on
the right-hand side is negligible compared to the first. This is due to the minimal global slope of
the Grade 4 curve in Figure 2 of [4]. Near the diffusivity peak, where ξ is small, the linear and
exponential terms further diminish the second term’s impact, emphasizing the diffusion term’s
dominance. Thus, we simplify the expression as: (ξ − c)U ′(ξ) = g4 exp(−γξ2)U ′′(ξ). By sepa-
rating variables an integrating both sides with respect to ξ: ln |U ′(ξ)| =

∫ ξ−c
g4 exp(−γξ2)

dξ. After

evaluating the integral, we can solve for U(ξ): U ′(ξ) = exp
(∫ ξ−c

g4 exp(−γξ2)
dξ

)
, U(ξ) =

∫
U ′(ξ)dξ.

Aligning similarity solutions with data from [4] is challenging, but the observed time-varying
peak of normoxic cells, assumed to move at speed c, due to factors like vascular tissue formation
and nutrient availability, remains of high interest.

3 Conclusions and Future work

This analysis has permitted to model tumor growth using Gompertz dynamics and spatially
varied diffusivity, examining solution regularity, stability, and traveling waves in different cancer
grades and microenvironments. We have correlated the solutions with real data from the field
presented in [4]. As future research topic, it would be of interest to continue correlating the
obtained solutions with other forms of cancer growth.
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1 Introduction

Physics-Informed Neural Networks (PINNs) are a groundbreaking tool that leverages the power
of machine learning to solve forward and inverse problems governed by partial differential equa-
tions (PDEs) and ordinary differential equations (ODEs). By embedding the underlying physical
laws directly into the neural network, PINNs ensure that the solutions adhere to the governing
equations, providing accurate and efficient problem-solving capabilities.

In this work, we demonstrate the application of PINNs to determine parameters for a mathemat-
ical model of cancer growth. This model encapsulates the complex interactions between normal
cells, tumor cells, and immune cells. By using PINNs, we can accurately infer critical parameters
and predict the system’s behavior under various conditions, offering valuable insights into the
dynamics of cancer progression and potential therapeutic strategies. This approach not only
enhances our understanding of cancer biology but also exemplifies the versatility and robustness
of PINNs in tackling challenging biomedical problems.
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2 Mathematical Model of Cancer Growth

In this study, we consider two mathematical models to describe the interactions among three
cell populations: normal cells (N), tumor cells (T ), and immune cells (I). The first model is
a simplified version that captures the essential dynamics, while the second model is a more
detailed one derived from existing literature [Alharbi(2020)]. This comparative analysis aims
to demonstrate the versatility of Physics-Informed Neural Networks (PINNs) in solving both
forward and inverse problems for different levels of model complexity.

2.1 First Model

The simplified model focuses on the basic interactions between normal cells, tumor cells, and
immune cells, represented by the following system of ordinary differential equations (ODEs):

dN

dt
= rNN

(
1− N + T

KN

)
− dNN, (1)

dT

dt
= rTT

(
1− N + T

KT

)
− dTT − kIT, (2)

dI

dt
= sI − dII + pIT − qI. (3)

Here, rN and rT are the growth rates of normal and tumor cells, KN and KT are the carrying
capacities, dN , dT , and dI are the death rates, k is the rate at which immune cells kill tumor
cells, sI is the source term for immune cells, p is the proliferation rate of immune cells in response
to tumor cells, and q is the rate of immune cells dying due to interactions with tumor cells.

2.2 Second Model

We now present another model introduced in [Alharbi(2020)], which includes different biological
factors and interactions.

dN

dt
= rN

(
1− β1N

)
− ηNI − γNT, (4)

dT

dt
= α1T

(
1− α2T

)
+ β2NT − α3TI, (5)

dI

dt
= σ − δI +

ρNI

m+N
+

ρ1TI

m1 + T
− µNI − µ1TI (6)

3 Physics-Informed Neural Networks (PINNs)

PINNs leverage neural networks to approximate the solutions of ODEs/PDEs while enforcing
the physical laws described by these equations. A PINN consists of a neural network û(t,θ),
where θ represents the trainable parameters of the neural network to obtain the solution û. The
network is trained to minimize a loss function that incorporates both the data and the governing
equations.

3.1 Network Architecture

The neural network for our problem will have one input (time t) and three outputs corresponding
to the cell populations N(t), T (t), and I(t). The network can be defined with multiple hidden
layers and activation functions such as Tanh or ReLU.
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3.2 Loss Function

The loss function for training the PINN combines the data loss and the physics-informed loss:

L = Ldata + Lphysics, (7)

where

Ldata =
1

N

N∑
i=1

[
(N̂(ti)−Ni)

2 + (T̂ (ti)− Ti)
2 + (Î(ti)− Ii)

2
]
, (8)

and

Lphysics =

1

N

N∑
i=1

(dN̂

dt
− fN (N̂ , T̂ , Î)

)2

+

(
dT̂

dt
− fT (N̂ , T̂ , Î)

)2

+

(
dÎ

dt
− fI(N̂ , T̂ , Î)

)2
 .

(9)

Here, N̂(t), T̂ (t), and Î(t) are the outputs of the neural network, and fN , fT , fI are the right-
hand sides of the ODEs for each of the mathematical models (1)-(3) and (4)-(6), respectively.

4 Numerical Results

With PINNs, we can either obtain the parameters from the data and select the best correspond-
ing model, or, if the parameters are known, solve the problem numerically.

4.1 The Inverse Problem

We begin by consedering the extracted data from [Alharbi(2020)], both PINN models are trained
to accurately capture the dynamics of the cell populations. To train the PINN, we initialize
the neural network parameters and the ODE parameters for both mathematical models. The
training process involves minimizing the loss function (7) using optimization algorithms such as
Adam followed by L-BFGS for fine-tuning.

After training, the neural network will provide continuous approximations for N(t), T (t), and
I(t). The learned parameters can be validated against experimental data or used for further
analysis.

(a) First model: L = 2.4× 10−4 (b) Second model: L = 7.05× 10−4

Figure 1: Comparison of the fit results to the data for the two models.

A comparison of the fit results to the data for the two models at Figure 1 reveals that both
demonstrate a reasonable approximation of the observed values after 2× 104 epochs.
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4.2 Numerical Solution with PINNs

Here we will consider the previously determined parameters to solve the problems formulated
by each of the models, minimizing the associated Lphysics function. We will compare it with the
classical fourth-order Runge-Kutta method.

(a) First model: Lphysics = 3.61× 10−4 (b) Second model: Lphysics = 2.02× 10−4

Figure 2: Comparison of PINN resolution with RK4 for each model.

In Figure 2, we present the comparison of the numerical resolution for both models using 2×103

epochs with the RK4 method. Increasing the dataset size would lead to a higher match between
Figure 2 and Figure 1 for both cases (a) and (b).

5 Conclusion

PINNs provide a robust framework for integrating data and physical laws to determine parame-
ters in complex biological systems. By enforcing the ODE constraints within the neural network
training process, we can obtain accurate and physically consistent parameter estimates for both
cancer growth model. Also, the PINNs method demonstrates good performance compared to
classical methods.
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1 Introduction

Differential equations are powerful tools for mathematically modeling physical phenomena, en-
abling us to approximate the rate of change of processes even when their underlying mechanics
remain incompletely understood. Despite their basic form, both ordinary and partial linear
differential equations prove highly effective in encapsulating real-world dynamics, finding ap-
plications across diverse scientific domains. These include studies on chemical reactions [1],
electrical networks [2], and drug absorption by organs [3], among others.

Integrating data to construct accurate models becomes imperative, enabling us to tailor equa-
tions to specific observed phenomena sensibly. However, data inherently carries a degree of
uncertainty due to measurement errors and the device’s limitations. Moreover, the intrinsic
uncertainty in modeling arises from the intricate nature of real-life processes, some of which
may remain beyond complete comprehension. Consequently, adopting random models to handle
such uncertainty presents a compelling alternative to deterministic approaches, promising more
realistic outcomes. Random Differential Equations (RDEs), as a means of introducing random-
ness into differential equations, involve treating certain parameters as random variables, thereby
rendering the solutions as stochastic processes [4, Ch. 5].

This study utilizes a system of linear ordinary differential equations supplemented with source
terms featuring discontinuities, applicable to real-world scenarios. To illustrate our approach,
we generate synthetic data and apply our model. The choice of synthetic data over real data
allows us to introduce randomness into the model and assess the extent to which the randomized
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model captures the uncertainties inherent in the synthetic dataset. We simulate synthetic data
representing medication concentrations in both the gut (Gi) and blood (Bi) over at the ith

hour, with i ∈ 1, . . . , 40 since the initial dose following the guidelines from [5]. We set the
absorption coefficient to 0.1 and the elimination coefficient to 0.05. The generation of synthetic
data proceeds as outlined below:

G0 = 100 + ϵG0 ,

Gi =

{
Gi−1 − 0.1Gi−1 + 10 + ϵGi , if mod (t, 12) = 0,

Gi−1 − 0.1Gi−1 + ϵGi , otherwise,

B0 = 0 + ϵB0 , Bi = Bi−1 − 0.05Bi−1 + 0.1Gi−1 + ϵBi ,

(1)

with, ϵGi ∼ N(0, 0.05 ·Gi) and ϵBi ∼ N(0, 0.05 · Bi + 0.01).

2 Results and discussion

To model the process of oral drug administration, we employ a system of random differen-
tial equations with explicit solutions (y1, y2), representing the concentrations in the gut and
bloodstream, respectively. These solutions incorporate jumps that model oral drug intake, and
we adjust their parameters using synthetic data generated by applying the NonlinearModelFit
(NLM) function within Mathematica. As depicted in Figure 1, the solutions with parameters
estimated via NLM closely align with the data, indicating a good fit of the constructed model.

10 20 30 40
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gut

blood

Figure 1: Synthetic data as described in (1) and fitted functions.

We then proceed to randomize the model and consider some model parameters to be continuous
random variables defined on a common complete probability space (Ω,FΩ,P). We choose to
model them as truncated normal distributions and adjust the hyper-parameters of each corre-
sponding distribution to the synthetic data.

The results are depicted in Figures 2 and 3. These graphical representations show that nearly
all synthetically generated data points for drug concentrations in the gut and blood fall within
the 95% probabilistic intervals (PI). Additionally, it is observable that as the concentration in
the gut decreases, the 95%-PI narrows. This trend stems from the inherent nature of the error
embedded in the synthetic data. It is crucial to note that the error is modeled as independent
Gaussian random variables with a variance proportional to the concentration. Hence, it is logical
for this variance to decrease as the magnitude of the concentration diminishes. In the case of
the blood concentration data, we see that we start from an almost certain initial condition of
no concentration in the blood before the first dose; hence, here, the 95% PI is quite narrow.
The PI then gets wider as multiple doses of the drugs are administered orally. As expected,
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we observe a delay between the times (in hours) when the drugs are taken {12 h, 24 h, 36 h} and
the rise of the drug’s concentration in the blood. There are also no sudden jumps in the drug’s
concentration in the blood as in the gut.

10 20 30 40
t (time)

20

40

60

80

100

Mean

Upper 95% CI Bound                   

Lower 95% CI Bound 

concentration in gut

y1

Figure 2: Mean and 95%-PI of y1(t) and synthetic data points of drug concentration in the gut
generated as described in (1) (blue points) for times t ∈ {0, 1, . . . , 40}.
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Figure 3: Mean and 95%-PI of y2(t) and synthetic data points of drug concentration in the
blood generated as described in (1) (red points) for times t ∈ {0, 1, . . . , 40}.

3 Conclusions and Future work

We have utilized RDEs to address a practical challenge involving uncertainties in synthetic data
from multiple-dose drug intake, specifically focusing on gut and blood concentrations through
time. Via this approach, we successfully captured the mean behavior of the data, providing
valuable insights into the dynamics of drug absorption and distribution within the body. This
enabled us to not only understand the underlying processes more comprehensively but also to
quantify the inherent uncertainty present in the noisy dataset, thereby enhancing our confidence
in the model’s predictive capabilities.

Our future work aims to expand the model’s scope by incorporating the concentration of medi-
cation in urine. By doing so, we seek to gain a deeper understanding of the complete journey of
the drug through the body, including its eventual elimination from the system. This extension
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will enrich our understanding of pharmacokinetics and offer practical insights into optimizing
drug dosage regimens and minimizing potential adverse effects.
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Abstract: In this work, we propose a mathematical approach to describe breast tumor
growth, incorporating the inherent randomness of the problem. Consequently, we aim to
determine the optimal chemotherapy strategy to delay tumor relapse as effectively as possi-
ble. It is widely acknowledged that biological processes are influenced by randomness, while
data obtained from electronic devices may contain machine errors. The model we propose
for describing breast tumor growth involves a differential equation, wherein the input pa-
rameters defining the equations are treated as random variables rather than deterministic
values. It is important to note that the differential equation used to model breast tumor
growth includes discontinuous terms, referred to as jumps, to represent the administration
of chemotherapy. We will compute the probability distribution (PDF) of the solution to the
differential equation and adjust the random input parameters to ensure that the PDF of the
solution aligns with the available random data.

keywords: Breast Cancer growth Description; Chemotherapy administration Modelling;
Uncertainty Quantification
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1 Introduction

Breast cancer is one of the most common types of malignant tumors in the female population.
Among a 30% of all cancers are in the breast. This study focuses on studying the growth of type
HER2 since it used to be the most aggressive. In the literature, there are different mathematical
models describing tumor growth, but to the best of our knowledge, only a few contributions
considering chemotherapy treatments and tumor resection have been found. On the other hand,
it is well known the existence of random factors which may affect tumor growth. Describing this
randomness may result in a better modeling of tumor evolution. In this work, we will consider
that the proposed model is affected by randomness. We will consider that the parameters which
defines the model are random variables instead deterministic values.
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2 Methods

In this study, a novel tool has been designed to describe breast tumor growth, considering the
inherent randomness associated with the complex factors that determine the dynamics of this
class of malignant tumors. The proposed tool includes chemotherapy administrations and tumor
resection. The growth model is described by a differential equation with discontinuous terms.
These discontinuous terms models the time instants when chemotherapy is administered. The
model we propose is given by

T ′(t) = KT (t)−BT (t)

N∑
i=1

e−A(t−ti)H(t− ti),

T (0) = t̂0.


where K denotes tumor growth, B the rate at which chemotherapy kills tumor cells and A rate
of chemotherapy clearance in human body. A probabilistic technique has been developed to
obtain probabilistic distributions of model parameters according to data that have uncertainty.
The times {ti}Ni=0 describe the time instants where chemotherapy had been administered. The
sum represents the effect of chemotherapy in human body.

We can observe the model is given by a linear equations system, so we can obtain its solution

T (t) = T0 exp

(
Kt+

B

A

N∑
i=1

(
e−A(t−ti) − 1

)
H(t− ti)

)
.

The technique we propose based on a combination of different computational and probabilistic
techniques: random variable transformation method is applied to obtain the first probability
density function of the model solution; the principle of maximum entropy is numerically used to
assign reliable probabilistic distributions to random parameters; optimization algorithms have
been applied to fit the random model to the probabilistic distributions assigned to data. The
advantage of this tool is that it can be customized for each patient to obtain individualized
tumor growth predictions.

3 Results and discussion

The proposed tool has been applied to two different patients. In view of the results obtained for
both patients, the developed tool fits with a high level of accuracy to the available random data.
Different chemotherapy administrations have been simulated to establish the best strategy to
delay tumor relapse. Results are in agreement with the extant literature in such a way that
there is a delay in the relapse when more chemotherapy cycles are administered. However,
doctors must evaluate the toxicity of the treatment. The proposed tool can provide further
details about chemotherapy concentration in the body and, consequently, the negative effects of
different chemotherapy strategies.

4 Conclusions

The proposed tool describes breast tumor growth considering the uncertainty of data. Moreover,
it can be personalized to each patient. This tool allows us to simulate different chemotherapy
strategies and choose the best one for a patient. The proposed tool can also obtain chemotherapy
concentration in the body and its toxicity. All these results and simulations are given by means

2 30

babo
Retângulo



of probabilistic quantities in order to account for the uncertainties present in the evolution of
the breast tumor.
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Abstract: The collaboration between control engineers and clinicians offers a number of
promising opportunities, with potential for broad applications. Advances in the field have
made closed-loop drug delivery a popular option. One of the key issues in this process is the
development of appropriate mathematical models that can help us understand and control
the distribution of drug delivery in the human body. The current study proposes a novel ap-
proach to reconstruct the dynamics of nonlinear compartmental models that are commonly
utilised in medical administration. The method employs the Koopman Operator, known for
its linear nature, which facilitates the analysis of complex systems that exhibit nonlinear
behaviour. By using this operator, the study aims to overcome the limitations of conven-
tional techniques that are often cumbersome and computationally expensive. The proposed
methodology has the potential to enhance our understanding of the underlying mechanisms
governing the dynamics of complex systems and can have significant implications for the
healthcare industry.
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1 Introduction

The diffusion of drug concentration between two main compartments of the body can be repre-
sented through a general model as seen in (1). An example of usage, but not limited to, is the
insulin-glucose system.

(Σm) :

{
ẋ1(t) = −k11x1(t) + k12x2(t) + n · x1(t) · x2(t)
ẋ2(t) = k21x1(t)− k22x2(t) + u(t)

(1)

where x1, x2[mg/dL] are concentrations of a substance found in two interacting compartments,
u(t)[mU/L] is an infusion rate of medicine. It is easy to spot the nonlinearity in the mode and
that this is not a very complex model however, it is the choice to show the proof of concept
for Koopman Linearization. Considering continuous-time dynamics for the nonlinear system
from (1) given in general form as an autonomous system ẋ(t) = f(x(t)), x(t) ∈ Rn for which
f : Ax → Rn is a Lipschitz function, Ax ⊂ Rn is the smooth manifold of admissible states, and
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t ∈ R+ is the continuous time over which the states flow. The manifold Ax ⊂ Rn is equipped
with a Lipschitz flow functional Ft : Ax → Ax defined as:

Ft = x0 +

∫ t0+t

t0

f(x(τ))dτ. (2)

This map dictates the flow of the states from the initial conditions x(t0) ≡ x0 over t0 + t time
steps. For the general form of the system (1) a scalar function h : Ax → R is attached, this will
be referred to as an observable and F ⊂ C1 is the Banach space of observables. A Koopman
Operator KF : F → F engulfs how the observables flow in time over the manifold Ax in the same
manner as the flow map Ft. Assuming the existence of a finite-dimension Koopman invariant
subspace Fm ⊂ DGK and Ψ⊤ =

(
ψ1 · · · ψm

)
is the set of observables which form a basis for

Fm, with Kt
F = G⊤ ∈ Rm×m where G is the matrix representation of the Koopman Operator,

the dynamics from (1) with the associated flow map (2) can be linearly described by a lifted
system in a finite manner in following relation form: Ψ̇(x) = Kt

FΨ(x). A proposed condition for
the existence of a finite-dimension Koopman Operator is ∇xΨ · f(x) ∈ Span{Ψ}. The easiest
manner in which this condition is met is to choose the observables which are also eigenfunctions.
This paper proposes the following coordinate change for the system from (1) with its Koopman
Operator:

z = Θ(x) =

θ1(x)θ2(x)

θ3(x)

 =

 x1
x2

x1 · x2

 ; Kt
F =

(
A2×2 Ξ2×1

Γ1×2 Λ1×1

)
=

 −k11 k12
k21 −k22

−n−1

0

k11 k22 −n

 ,

(3)

The resulting system can be projected onto the perspective output using a bordered output
matrix Υ ∈ Rm×m.

(ΣK) :

{
ż = Υ · Kt

F · z+B · u;
y = ψ(Θ(x)) = C · z,

(4)

where B =
[
B 01×µ

]⊤
, C =

[
C 01×µ

]
with B =

[
0 1

]⊤
the input matrix from (1) and

C =
[
1 0

]
an output matrix.

2 Results and discussion

The choice in the parameters values from (1) is the following k11 = 10.1; k12 = 2.1; k21 =
4.1; k22 = 12.1;n = 5.1. For the purposes of the current paper and without the loss of generality,
the vector trajectories of the systems from (1) and (4) will be compared assuming no input
u(t) ≡ 0 and non-zero initial conditions. In order to arrive at objective results a simulation was
made for each system with the same initial conditions, and the phase space was constructed.

In Figure (1a) the phase portrait of the Koopman system can be observed if the projection
matrix is constructed as follows: Υ = diag(1, 1, 0) the trajectory of the states for each initial
condition can be projected onto x1 − x2 plane. By overlaying the nonlinear phase space of
the system with the aforementioned projection, it can be observed that the trajectories are
highly similar. This indicates that the Koopman linear system is an effective approximation of
the dynamics and behaviour of the initial system. This can be observed in Figure (1b) where
the phase space of the nonlinear system (1) is overplayed with the projection of the Koopman
system as previously mentioned. It is also worth mentioning that this method has its drawbacks,
for instance, it might be affected if the nonlinear system has a limit cycle, as this can not be
incorporated by nature into any linear approximation.

The construction of the matrix operator Kt
F needs to be made with educated decisions about

the system given that as of now there is no theory regarding the matrix components.

2 34

babo
Retângulo



(a) 3D Phase Space Of Koopman System from dif-
ferent initial conditions and the projection plan of
the trajectories

(b) 2D Phase Space of the Nonlinear System com-
pared with the projected trajectory of the Koop-
man System

3 Conclusions and Future work

It is presented a method of linearization for a specific class of systems via the Koopman Operator.
This is presented as a coordinate transformation into some higher-dimensional manifold for which
the projection of the state trajectories onto the plane formed by the initial states has almost the
same evolution as the initial system. This results in the system being linearized. Future work
might provide the theory regarding the Koopman Linearization for a larger variety of systems.
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Abstract: Despite decades of promising leads, a disparity remains between preclinical results 

and success rates of clinical trials for cancer therapies. This disparity arises from complexity in 

all levels, or scales, of the drug’s intended trajectory, from interference with delivery to 

inefficiency in targeting. We can define models across scales of organ systems and cellular 

dynamics to investigate the desirable properties of an ideal drug. Here we address the question 

of efficiency in an immune checkpoint blockade system. When an immune cell interacts with 

an antigen presenting cell, the process triggers a cellular state transition dependent on the 

stimulating or exhausting nature of the interaction. Immune checkpoint blockade, in turn, seeks 

to disrupt unfavorable, or exhausting, interactions in the tumor immune system1, 2. By perturbing 

blockade efficiency, we can optimize a drug’s dosage and receptor binding affinity leading to 

improved immune cell state balance. We demonstrate a novel dynamical system for optimizing 

immunotherapeutic strategies and present predictions for target blockade efficiency. We then 

discuss an agent-based model system, representing interactions of cancer cells, T cells, and 

standard-of-care treatments designed to block inhibitory receptors, as a means of testing 

blockade efficiency under different binding affinities and dosing conditions. With the added 

cellular-level intuition and spatial dynamics, we can account for how the system responds to 

changes in blockade efficiency, and test various means of achieving the desired efficiency. 

Together, these complementary models promise a solution to the optimal control problem of 

maximizing the success rate of immune checkpoint inhibition. 
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Abstract: Special Session 12 - Dynamical Systems, Games and Applications
In [1], Martins and Pinto introduced the evolutionary vaccination dynamics of the population
vaccination strategy for the basic reinfection SIRI model. In this work, we add the dynamics
of the relative morbidity risk, which compares the morbidity risk of the vaccine with the
morbidity risk of the disease. Using the epidemiological SIRI model, that considers both
reinfection and temporary immunity, we study the evolution of the homogeneous population
vaccination strategy when the individuals vaccination strategies and the relative morbidity
risks evolve over time.
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Abstract: The first objective of this research is to find an approximate analytical solution 

for the model of Susceptible-Exposed symptomatically infected-Asymptomatically 

infected or Hospitalized and Recovered group (SEIAHR). The mathematical model 

depending on six nonlinear differential equations is presented for a complex problem. 

Nonlinear equations are studied with the help of Optimal Auxiliary Functions Method 

which is a very powerful tool to solve a nonlinear problem. The new proposed approach is 

based on the presence of some auxiliary functions, the involvement of the convergence-

control parameters, the original construction of the initial approximation and first iteration 

and large freedom to select the methodology for determining the optimal values of the 

convergence-control parameters. The second objective is related to the stability of the 

model. The local stability is carried out to the disease free and endemic equilibrium points. 

The Hopf and saddle-node bifurcation are studied, and Routh-Hurwitz criterion is adopted. 

For global stability, the Lyapunov function and LaSalle’s invariance principle are used.  

keywords: Novel coronavirus; Pandemic SEIAHR model; Lyapunov function                                            
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1 Introduction 
 

The appearance of the Middle East Respiratory Syndrome Coronavirus in 2012 (MERS-CoV) and of 

the new virus: Severe Acute Respiratory Syndrome Coronavirus 2 (SARS-CoV-2) led to considerable 

turmoil all around the world. After the spread of the novel coronavirus out of Wuhan, Hubei Province 

of China, the evolution of the epidemic worldwide shows some differences in many other countries. 

Infections diseases are a leading cause of death worldwide and can spread directly or indirectly peer 

to peer, or from animals and birds to humans. 

 In our study we found an approximate analytical solution for the mathematical model with six 

nonlinear differential equations of Susceptible-Exposed-symptomatically-infected-Asymptomatically 

-infected-isolated or Hospitalized and Recovered group (SEIAHR). For this aim we consider an 
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original and very efficient procedure: Optimal Auxiliary Functions Method (OAFM) which assures a 

high efficiency by means of some auxiliary functions and of the optimal convergence-control 

parameters. Our technique does not suppose the presence of small or large parameters in the governing 

equation or in the boundary/initial conditions. We have a large freedom to choose the auxiliary 

functions and the number of parameters. These optimal convergence-control parameters can be 

determined by rigorous mathematical procedures. Our method is effective, and easy to apply. The local 

stability of the proposed model is studied using Routh-Hurwitz criteria. The Hopf and saddle node 

bifurcation are studied for the disease free and endemic equilibrium points in the space with two 

parameters. Also, the global stability is carried out by means of Lyapunov function for the disease-free 

equilibrium point and then for the endemic equilibrium point. By means of La Salle’s invariance 

principle we show that these equilibrium points are global asymptotically stable. 

The total population is divided into the following six categories: Susceptible (S), Exposed (E), 

Infected (I), Asymptomatic (A), Hospitalized (H) and Recovered (R) when no vaccine is available. 

The governing nonlinear differential equations are: 

�̇� = 𝑎 −
𝑎1(𝑎2𝐼 + 𝐴)𝑆

𝑁
− 𝑎8𝑆 

�̇� =
𝑎1(𝑎2𝐼 + 𝐴)𝑆

𝑁
− (𝑎4 + 𝑎8)𝐸 

𝐼̇ = (𝐼 − 𝑎3)𝑎4𝐸 − (𝑎5 + 𝑎6 + 𝑎8)𝐼 
�̇� = 𝑎3𝑎4𝐸 + (𝑎7 + 𝑎8 + 𝑎10)𝐴 

�̇� = 𝑎5𝐼 + 𝑎10𝐴 − (𝑎8 + 𝑎9 + 𝑎11)𝐻 
�̇� = 𝑎6𝐼 + 𝑎7𝐴 + (𝑎9 + 𝑎11)𝐻 − 𝑎8𝑅 

(1) 

where the dot denotes differentiation with respect to time and N = S+ E + I + A + H + R . The 

parameters ai 𝑖 = 1, 𝑛̅̅ ̅̅ ̅ are positive and well-defined. 

For every component equation from (1) are established the linear and nonlinear operators, in 

which the linear operators do not necessarily coincide entirely with the linear part of the governing 

equation. 

To prove the accuracy of our procedure, a numerical example is considered. The approximate 

solutions are graphically compared with the corresponding numerical integration of Eq.(1). We obtain 

that the approximate solutions are nearly identical with the numerical solutions. 

 

2 Results and discussion 
 

We study equilibrium, local and global stability, because it is known that a slight 

disturbance or change in the system can influence equilibrium points. Based on Eq.(1), 

the equilibrium points are obtained from the equations: 
𝑑𝑆

𝑑𝑡
= 0,

𝑑𝐸

𝑑𝑡
= 0,

𝑑𝐼

𝑑𝑡
= 0,

𝑑𝐴

𝑑𝑡
= 0,

𝑑𝐻

𝑑𝑡
= 0,

𝑑𝑅

𝑑𝑡
= 0  (9) 

After some manipulations, the disease-free equilibrium point and the endemic 

equilibrium point are, respectively: 

𝑃1𝑒 (
𝑎

𝑎8
, 0,0,0,0,0)  (10) 

𝑃2𝑒(𝑆, �̅�, 𝐼̅, 𝐴, �̅�) (11) 

where 𝑆, �̅�, 𝐼̅, 𝐴, �̅� are known. 

 If fi, 𝑖 = 1,6̅̅̅̅̅ are the functions which appear in the right side of Eq.(1), then the 

Jacobian matrix at equilibrium points (10) and (11) is 

𝐽(𝑃𝑘𝑒) = (
𝜕𝑓𝑖

𝜕𝜃
) ,   𝜃 ∈ {𝑆, 𝐸, 𝐼, 𝐴, 𝐻, 𝑅},   𝑘 = 1,2 (12) 

The characteristic equation corresponding to the equilibrium point P1e and P2e are respectively 

(𝜆 + 𝑎8)2(𝜆 + 𝑎8 + 𝑎9 + 𝑎11)(𝜆3 + Π1𝜆2 + Π2𝜆 + Π3) = 0 (13) 

(𝜆 + 𝑎8)(𝜆 + 𝑎8 + 𝑎9 + 𝑎11)(𝜆4 + Χ1𝜆3 + Χ2𝜆2 + Χ3𝜆 + Χ4) = 0 (14) 
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where Π𝑖, i=1,2,3 and Χ𝑗, j=1,2,3,4 are known from Eqs.(10) and (11). 

 For the disease-free equilibrium point and for endemic equilibrium point are established the 

borderline of Hopf bifurcation, the boundary of the saddle-node bifurcation and the domain of 

asymptotically stable in the parameter space (a1,a2). 

Finally, we study the global stability of the two equilibrium points by means of Lyapunov 

function and La Salle’s invariance principle. 

For the disease-free equilibrium point P1e, the Lyapunov function is  

𝐿(𝑡) =
1

2
[𝑆(𝑡) −

𝑎

𝑎8
+ 𝐸(𝑡) + 𝐼(𝑡) + 𝐴(𝑡) + 𝐻(𝑡) + 𝑅(𝑡)]2 (15) 

Using the equation  

�̇�(𝑡) = 𝑎 − 𝑎8𝑁(𝑡),    𝑁(0) = 𝑆0 (16) 

whose solution becomes 

𝑁(𝑡) =
𝑎

𝑎8
+ (𝑆0 −

𝑎

𝑎8
) 𝑒−𝑎8𝑡 (17) 

the derivative of the Lyapunov function is 

�̇�(𝑡) = −𝑎8(𝑁 − 𝑆0)2 (18) 

such that the disease-free equilibrium point P1e is global asymptotically stable. 

For the endemic equilibrium point, the Lyapunov function is defined as 

𝐿(𝑡) = 𝑆(𝑡) − 𝑆 + 𝐸(𝑡) − �̅� + 𝐼(𝑡) − 𝐼̅ + 𝐴(𝑡) − 𝐴 + 𝐻(𝑡) − �̅� + 𝑅(𝑡) − �̅� (19) 

where 𝑆, �̅�, 𝐼̅, 𝐴, �̅� are known from Eq.(11). 

 In this case, the derivative of the Lyapunov function is 

�̇�(𝑡) = −𝑎8(𝑁 − �̅�) < 0 (20) 

where �̅� = �̅� + �̅� + 𝐼̅ + 𝐴 + �̅�. It follows that �̇�(𝑡) is negative and �̇�(𝑡) = 0 only if 𝑁 = �̅� or 

equivalent: 

𝑆(𝑡) = 𝑆, 𝐸(𝑡) = �̅�, 𝐼(𝑡) = 𝐼̅, 𝐴(𝑡) = 𝐴, 𝐻(𝑡) = �̅�, 𝑅(𝑡) = �̅� (21) 

It is clear that the endemic equilibrium point P2e is global asymptotically stable. 

 

3 Conclusions and Future work 
 

The mathematical model of SEIAHR is presented. The system of six nonlinear differential 

equations is solved with a high accuracy by means of OAFM. The main novelties of our 

technique are the presence of the auxiliary functions and the convergence-control 

parameters. It should be emphasized that we do not need the presence of small or large 

parameters. The local stability is carried out for the disease-free and endemic equilibrium 

points varying two parameters. The Hopf, saddle-node bifurcation and domain of 

asymptotically stable are studied. Global stability is analyzed by Lyapunov function and La 

Salle’s invariance principle. 

 In future works should be established the influence of the vaccination in our model 

and the reproduction number for quantify the transmissibility of the COVID-19. 
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Abstract: There is evidence that some outdoor events may have contributed to the spread
of COVID-19. We updated an empirical methodology based on regression modeling and
hypothesis testing to analyze the potential impact of a demonstration that took place in
Lisbon, within the scope of the ’Black Lives Matter’ context, on the contagion pattern in
the region where this event occurred. We find that in the post-impact period there was no
acceleration in the number of cases in the region, unlike in a prior event in the region. The
proportion of counties where there was a potential impact of the event is not statistically
significant. This result demonstrates that not all outdoor events contributed to the spread
of COVID-19 and exemplifies how to apply the selected empirical methodology.
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1 Introduction

The COVID-19 coronavirus disease is characterized by a high level of human-to-human trans-
mission hazard. Some outdoor events played an important role in the spread of COVID-19
[1]. A retrospective analysis of the change in the incidence rate of COVID-19 during the two
weeks after outdoor mass gatherings in low-incidence US counties revealed a mean increase of
1.5 times [4]. To analyze the potential impact of large-scale public events, in an earlier work
[3], we implemented an empirical analysis based on regression modeling and hypothesis testing
for two periods: before the potential impacts of the event are reported (pre-impact) and after
potential impacts have been reported (post-impact). We use this approach to analyze the po-
tential impact in COVID-19 contagion of the demonstration of thousands of people in Lisbon,
joining the ”Black Lives Matter” movement, on June 6, 2020. We first observed that there was
no acceleration in contagion in the region where the event took place (Lisbon Metropolitan Area
– AML) after it was held (Fig 1b) similarly to what happened in the rest of the country. This
is in contrast to what was seen in the May 1st event studied in the previous study [3] (Fig.
1a). Then, we analyzed whether this pattern of no acceleration of contagion was geographically
homogeneous across the AML counties.
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Figure 1: Number of cumulative cases: Portugal & Lisbon region (AML, Portuguese-language
acronym): (a) May 1st event; (b) ”Black Lives Matter” event

2 Results and discussion

2.1 Data

Data on the cumulative number of COVID-19 cases in Portuguese counties come from the daily
situation reports issued from May 21 to July 12, 2020, by the National Health Directorate. Data
were collected daily by the authors, directly from official reports and from the online repository
of the “Data Science for Social Good Portugal” community, which extracted these data daily
and made them publicly available (https://github.com/dssg-pt/covid19pt-data). Following the
method presented in an earlier work [3], the analysis was implemented using R software tools
and applied to data matching two timeframes: an S1 period where possible event contagion had
not yet been reported (pre-impact) and an S3 period where any such contagion would expectably
have been reported (post-impact). In the intermediate period S2, any event-related contagion
reporting would be developing and we ignore it because, to detect if an impact occurred, it is
not relevant to detect its ongoing development, only its existence after the impact is complete.

2.2 Times series segmentation

To define the S1, S2, and S3 periods from publicly available data, previous work [3] estimated the
reporting delay using the country-level data (i.e., nationally) on new daily cases per symptom
emergence date, via graphical measuring of the only data source: bar charts in public daily
reports. This was done from April 17 to May 9, 2020, and later confirmed by a public statement
of the National Health Directorate (ibid.).

To estimate the number of days, X, until the number of reported cases stabilised on day t, we
used a Shewhart Control Chart targeting the zero daily variation of the reported daily number.
We took the value 4.1 for the reporting delay [3]. Combining the expectation that less than
2.5% of infected people will show symptoms within 2.2 days after infection [3] and the average
reporting delay of 4.1 days, an extremely small number of cases of infection on June 6, 2020
will have been reported until June 12. So, the first segment (S1) refers to the period from May
21 to June 11. By Lauer et al., [2], 97.5% of cases will show symptoms within 11.5 days after
infection. So, the intermediate period, in which any contagions that occurred during the event
will be reported, runs from June 12 to June 20. This period corresponds to the second segment
(S2). S3 corresponds to the period from June 21 to July 12, 2020.

2.3 Models

For the S1 and S3 periods under analysis, we defined Poisson regression models, with Identity
(model 1) and Log link functions, adjusted to S1 ∪ S3 data, for the Lisbon region, for the rest
of the country (Fig. 1), and for individual counties in the AML (Lisbon) region (Fig. 2). In the
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models, we considered the interaction between time and a dummy variable that identifies the
periods S1 and S3, to test the β homogeneity coefficient between periods S1 and S3.

Po(Id) : g(E(NCases)) = β0 + β1t+ β2Dummy + γ(Dummy× t)

g(E(NCases)) = E(NCases) (Identity link function)

NCases ∼ Po(g(E(NCases)))

(1)

t is the time, in days, between May 21 and July 12, 2020, g() designates the link function and
E() is the expected value.

2.4 Testing homogeneity of regression coefficients - some results

In the methodology, we systematically used one-way ANCOVA to test the homogeneity of co-
efficients in the S1 and S3 periods for the Po(Id) and Po(Log) models. When the homogeneity
hypothesis was rejected, we employed graphical visualisation to determine the nature of the
differences and used the Likelihood Ratio test to statistically assess whether the rate of change
in the number of COVID-19 cases decreased from S1 to S3.

Counties where the hypothesis of homogeneity of variation rates was not rejected for Po(Id)
(i.e., the hypothesis of maintaining the growth pattern after the event was not rejected), and
counties where this hypothesis was rejected but graphical visualisation and the Likelihood Ratio
test did not indicate an acceleration of case growth from S1 to S3, even suggesting a reduction,
were included in the group of counties for which the growth pattern of cases did not accelerate
from S1 to S3.

For other counties, we tested the homogeneity of the Po(Log) model coefficients. Subsequently:

• Counties where the homogeneity of Po(Log) model coefficients was also rejected were
placed in the group of counties which exhibited case growth acceleration from the S1 to
the S3 period.

• For counties where there was an acceleration in the case growth rate from S1 to S3 (the
hypothesis of homogeneity of Po(Id) coefficients was rejected), but where the hypothesis
of coefficient homogeneity for Po(Log) was not rejected, it can be inferred that such
exponential growth had already been occurring in S1, and that the growth rate could
already be accelerating exponentially. Thus, it is expected that the exponential model will
continue to be the best fit for S3.

Using the AIC criterion, we can check which model better fits each period. If Po(Log)
fits better to S3, then there was no acceleration; if Po(Log) fits better to S1 and Po(Id)
fits S3 better, we extend the S1 period by one month earlier to evaluate which model fits
each period best. If both are linear (Po(Id)), then it is assumed that the growth pattern
has changed. If Po(Id) has the best fit for S1 and Po(Log) has the best fit for S3, then we
assume that the growth pattern has not changed from one period to the other.

Based on the results obtained, it is found that for all counties in the AML, from period S1 (May
21 to June 11) to period S3 (June 21 to July 12), there is no statistical evidence of an increase
in the growth rate of the cumulative number of COVID-19 cases. In all counties, either the null
hypothesis of homogeneity of growth rates in the two periods was not rejected, or it was rejected
in favour of the alternative hypothesis of a decrease in this rate.

Therefore, based on the implemented methodology, it is concluded that there is no statistical
evidence to support that the ”Black Lives Matter” demonstration had an effect on the spread
of COVID-19 in the AML, contrary to what was observed in the May 1st demonstration ([3])
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Figure 2: Poisson regression model with Identity link function, adjusted to S1 and S3 and
observed data.
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Abstract: COVID-19 is a viral disease with significant impacts on the public health of a
country, with emphasis on health systems, due to its rapid spread. To understand its form of
transmission and analyze the spatial distribution of COVID-19 cases, a set of mathematical
and statistical models which are applied in the modeling of infectious diseases are described,
as well as several useful methods and techniques for risk assessment in epidemiology. In
the present manuscript it is evaluated and estimated the risk of COVID-19 contagion in
Mozambique.
The ICAR, BYM, BYM2 and Leroux models, which were formulated based on the hierarchi-
cal Bayesian structure, were proposed to capture the spatial dependence between neighboring
regions, allowing an estimation and more accurate prediction of relative risk. These models
were adjusted using the package R-INLA and selected using the Deviation Information and
Watanabe-Akaike criteria in addition to the Marginal Pseudo-Likelihood Logarithm criteria
and graphical visualization.
Tests to detect clusters of the disease were also applied in this work. Upon concluding this
project, it became clear that in comparative terms the region Southern Mozambique pre-
sented a high relative risk of COVID-19 contagion, with emphasis on the City of Maputo,
which presented a very high value.
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1 Introduction

Efforts have been made by the scientific community to study the pandemic and its impact on
the lives of citizens and the economy of countries and, in particular, in research in epidemiology,
with a view to understanding the relationship between some risk factors associated with the
disease. As an example, refer to [1, 2, 3, 4, 5, 6, 7, 8, 9, 10]. Given these antecedents, which
motivated the authors to carry out this work and embark on this area of knowledge, in order
to contribute to the Mozambican scientific community, with elements of spatial epidemiology
based on modeling, in this case in particular statistical modeling, involving spatial models with
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the hierarchical Bayesian approach, taking into account disease mapping. The choice of disease
mapping associated with hierarchical Bayesian models (HBM) is an area to be explored exten-
sively in Mozambique, as not much epidemiological studies carried out in the case of COVID-19
are published for studies. This scenario led the author of the thesis [11] to embark on filling the
gap found in this area.

Summarizing, the main focus of the present work was to have comprehensive analysis that
allowed an assessment of the relative risk for COVID-19 cases in Mozambique, adopting as
objective to analyze the risk of COVID-19 contagion in Mozambique using HBM and mapping
of illness.

HBM are part of models made up of several levels. The adoption of these levels means that
different sources of variations are captured or rather, in these models, each level responds to
different sources of variations, thus being able to contribute to improving the quality of parameter
estimates. These models are ideal for developing spatially structured models [12].

A HBM, in its structure, represents a statistical model composed of three levels. At each level
it is represented by a model, and these models are, respectively, applied to represent the data,
the process and the parameters. The models adopted at each level are specified to deal with the
three sources of uncertainty that are associated with the data, the process and the parameters
[13]. For example, for the case of disease mapping, the HBM is applied to the case of area
data (aggregated data) and, in the first component, the model for the data can be the Poisson
model, as we know the counts or rates that are the characteristics of the epidemiological data
(as they are non-negative data) suit this model, in the second component, the model for the
process, which will describe the relative risk (it could be mortality or contagion, or another
necessary) can be a model consisting of two random effects (spatially structured and spatially
unstructured) and the risk given with a logarithmic link function, due to the choice of the
Poisson model in the previous level. And if the spatially structured and spatially unstructured
components are adopted, these will represent the BYM that it is addressed in [11] and in the
third component, the model for the parameters, which can be adopted gamma, normal, uniform
and other distributions. The choice of distribution in this third component is related to the
chosen HBM, for more details on this choice see the texts by [14] and [15].

2 Results and Final Remarks

In figure 1 we find of the hierarchy map of the Provinces of Mozambique based on the risk of
COVID-19 contagion.

Mozambique shows a growing COVID-19 contagion trend as that moves from the North to
the South of the country. The two highest levels of categorization of risk, namely Severo and
Alto, is made up of the provinces in the southern region of country, while the provinces of the
central region except Zambézia (listed in the fourth level) are included in the third level of risk
categorization and the provinces in the northern region, except Niassa (listed in the third level),
are listed in the fourth level of categorization of the risk. Therefore, the most energetic actions
of health authorities must focus on for the city and province of Maputo. At the peak of the
disease, it was in this region that more restrictive measures were effectively taken to combat
COVID-19 (mandatory home call at night).
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Figure 1: Hierarchy of the Mozambique Provinces. Legend: Red: severe risk, Orange: high risk,
Yellow: moderate risk, Green: low risk. Source:[11].
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1 Introduction

The SARS-CoV-2 virus, which causes COVID-19, was a significant public health threat. Spatial
epidemiology can elucidate the disease’s distribution and spread due to its varying incidence
rates across locations, leading to uneven impacts. The dynamics of the disease feature a lag
between exposure and detection, with asymptomatic transmission affecting public health re-
sponses. Given human-to-human transmission of the virus and the influence of atmospheric
conditions on human behavior, this study incorporates meteorological variables (temperature,
humidity, and rainfall) in modelling daily COVID-19 cases.
Portuguese public health authorities’ COVID-19 data are inconsistent in periodicity and metrics.
From March 24, 2020, to March 24, 2021, we transformed the data, potentially introducing bias.
We evaluate if such bias affects geographic risk distribution maps of COVID-19. We modelled
daily COVID-19 cases in Mainland Portugal, considering spatial data and meteorological factors,
to capture pandemic evolution. Weather data, from IPMA, included maximum and minimum
temperatures, humidity, and rainfall with a 7-day lag. Using Latent Gaussian Models via the
R-INLA package, we estimated daily cases in 278 counties, analysing data from June 1, 2020
and March 24, 2021, to assess the transformation’s impact on model accuracy.
The best model for 1st June 2020, using observed daily data, included only unstructured spatial
effects. For 24th March 2021, using transformed data, the best-fitting model also included only
unstructured spatial effects. Minimum temperature was significant on 24th March 2021, and
minimum humidity on 1st June 2020.
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2 Results and discussion

2.1 A Latent Gaussian Model (LGM)

Suppose yit the number of cumulative daily cases of COVID-19 in county i of mainland Portugal
(i=1,2,. . . ,278) on day t (t=1,2,. . . ,142), modelled as:

yit ∼ Poisson(µitEi) (1)

with link function
ηit = ln(µit) (2)

defining Latent Gaussian Field as x = (η, α, f, β). Since η, α, f and β are random variables,
they require parameters. Suppose f(i) is a parameter for yi and Ψ is a parameter for x, then we
can build a hierarchical structure for this.

In the first stage, we used a latent Gaussian model as follows.

ηit = ln(µit) = α +
m∑

k=1
βix

k
i +

c∑
j=1

P
(
xj

it−lag

)
+ si + νi + γt + εt, i = 1, ...n and t = 1, .., T (3)

where µit represents the mean or relative risk; α represents the intercept term (overall mean or
risk); si = f1(i) represents spatially structured residuals in county i; νi = f2(i) represents spa-
tially unstructured residuals in county i; γi = f3(t) represents temporally structured residuals
in period t; εt = f4(t) represents temporally unstructured residuals in period t; βix

i
i repre-

sents linear effects of jth covariate in county i; P
(
xj

it−lag

)
represents a polynomial that allows

establishing a non-linear relationship between temporally-lagged covariates, Xit−lag and µit.

In the second stage, we considered spatial structure with two distributions as follows:

1. si spatially-structured effect on county i with an intrinsic conditional autoregressive (iCAR)
structure (BYM model [1])

si|s(j ̸= i) ∼ Normal

 1
Ni

n∑
j=1

wijsj ; σ2
s

Ni

 (4)

where Ni is the number of neighbours that county i has and wij is the element (i, j) of the
row-standardised matrix W of dimension n × n that represents the neighbourhood matrix
for the counties: wij = 1

Ni
if counties i and j are neighbours, otherwise wij = 0 and σ2

s

represents the variance of the spatially-structured effect.

2. νi spatially-unstructured effect over the counties, an independent and identically dis-
tributed Gaussian prior is considered

νi ∼ Normal
(
0; σ2

ν

)
(5)

where σ2
ν represents the variance of the spatially-unstructured effect of the model.

3. γt temporally-structured effect was modelled through a second-order random walk

γt|γt−1, γt−2 ∼ Normal
(
2γt−1 + γt−2; σ2

γ

)
(6)

where σ2
γ represents the variance component.
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4. εt temporally-unstructured effect, an independent and identically distributed Gaussian
prior is considered

εt ∼ Normal
(
0; ε2

)
(7)

Ei =
∑

j fjPij where fi is the incidence of cases in the age group j for the whole population of
the country and Pij the population in county corresponding to age group j ([2]) represents the
expected number of cases and ln(Ei) is used as the offset term of the linear predictor.
Furthermore, in the third stage, we defined the hyperparameter as follows:

Ψ =
(
σ2

s ; σ2
ν

)
(8)

Informative prior for the hyperparameter are specified by INLA’s (R-INLA package) default:

σ2
s ∼ Gamma−1(1; 0.0005) and σ2

ν ∼ Gamma−1(1; 0.0005) (9)

The neighbourhood matrix W for the counties is defined by

wij =
{

1
Ni

, counties i and j are neighbours (a common geographical border)
0, otherwise

2.2 COVID-19 data and IPMA data

The analysis focused on the counties of mainland Portugal (i.e., excluding Azores and Madeira
islands), a contiguous study area. COVID-19 data were sourced from the online repository
“Data Science for Social Good Portugal” (https://github.com/dssg-pt/covid19pt-data).
The study period spans from 24 March 2020 to 24 March 2021. The health authorities’ data were
inconsistent in metrics throughout this period. From 24 March to 4 July 2020, daily cumulative
cases were reported; from 14 July to 26 October 2020, cumulative cases were reported weekly.
From 11 November 2020, data were published weekly as cumulative incidence per fortnight (14
days) per 100k inhabitants, calculated using the population estimates from 31 December 2019
by the National Statistics Institute (as noted in the DGS Situation Reports from 16 November
2020). Since fortnightly reports are weekly, the first week of each fortnight overlaps with the
last week of the previous fortnight, preventing direct calculation of new daily or weekly cases.
We explored various methods of disaggregating data to address this inconsistency. For the data
from 11th November 2020 to 24th March 2021, in one of the methods, we assumed a uniform
distribution of new cases across each 14-day period, U(0,14). To estimate the daily number of
new cases in each overlapping interval, we calculated the average of the estimated daily new
cases from the uniform distribution of one fortnight with those from the next fortnight.
Given xdi the number of new cases on day d in each week i, with d = 1, 2, . . . , 7 and i =
1, 2, . . . , 21, starting from November 4, 2020; adj the number of new daily cases in day d of the
first week of each fortnight j, estimated by the uniform distribution U(0, 14) and a(d+7)(i−1) the
number of new daily cases in day d of the second week of each fortnight j − 1, estimated by the
uniform distribution U(0,14)(Fig. 1), then:

xdi =
a(d+7)(j−1) + adj

2 (10)

for i = 1, . . . , 20 and d = 1, 2, ..., 7.
yi are new cases obtained by adding the number xdi of cases between two reporting days.
Covariates were max. and min. temperature, max. and min. humidity and maximum rainfall,
(IPMA data). Per the literature on incubation time of COVID-19, the parameter Lag was varied
from Lag=2 to Lag=14 days. We used 7-days lag.
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Figure 1: Estimation of the number of COVID-19 cases from the 14-day incidence

Using Integrated Nested Laplace Approximation (INLA)[3], we fitted: fixed effects model; un-
structured spatial effects model; a BYM [3] (structured and unstructured) spatial effects model
(iCAR) with weather covariates (7-days lag), to data for June 1, 2020 (non-transformed) and
March 24, 2021 (transformed). We selected best-fitting models using DIC and WAIC criteria.

DIC WAICMODEL 2020/6/1 2021/3/24 2020/6/1 2020/3/24
Fixed effects 403.78 946.55 3.86e+18 972.66
Fixed effects + spatially-structured(+)unstructured effects 260.78 756.72 5.68e+22 756.72
Fixed effects + spatially-unstructured effects (iCar) 258.76 434.41 6.38e+16 423.98

Table 1: Comparative table of models

(a) June 1, 2020: observed daily number of cases;
estimated daily number of cases by the three mod-
els

(b) March 24, 2021: observed daily number of
cases; estimated daily number of cases by the
three models

Figure 2: Comparison of observed and estimated daily number of cases

In both cases the unstructured spatial effects model (iCAR) better captures the distribution of
the epidemic across the counties of Portugal. DIC criterium supports this conclusion.
The maps of Figure 2 shows the daily cumulative number of cases observed for June 1st, 2020
and for March 24th, 2021, and the daily cumulative number of cases predicted by the models
that considers all covariates and 7-days lag. Observing the maps, we can conclude that models
with spatial effects fitted with observed data and with transformed data well reflect the spa-
tial distribution of the number of observed cases, without clear evidence of a worse fit to the
transformed data.
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Abstract  

COVID-19 has in recent times created a major health concern in both developed and developing parts 

of the world. In this wise, there is every need to theoretically explore ways that will provide some 

insights into curtailing the spread of the disease in the population. In this paper, we present a population 

model for COVID-19 pandemic incorporating isolation and nonlinear recovery rate. The reproduction 

number was obtained using the next generation method. The disease-free equilibrium (DFE) of the 

model (1) was found to be locally and globally asymptotically stable whenever the associated 

reproduction number is less than unity. Results from the sensitivity analysis of the model, using the 

reproduction number, RC show that the top parameters that largely drive the dynamics of COVID-19 in 

the population are COVID-19 transmission rate and the proportion of individuals progressing to the 

class of reported symptomatic infectious individuals. Numerical simulations of the model shows that 

increasing the recovery rate of infected patients in the population will lead to an initial decrease in the 

number of hospitalized patients before subsequent increase. The reason for this could be attributed to 

the number of unreported symptomatic infectious individuals who are progressing to reported 

symptomatic infectious stage of infection for immediate isolation.  

Keywords: COVID-19, reproduction number, isolation, stability, nonlinear recovery rate  
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Abstract: Migrations occur in a large number of species in nature, which is why it is interesting to
include this phenomenon in the modeling of predator-prey systems. There are some works in the
literature where this phenomenon has been studied, but they are quite simple and do not include the
possibility of migration can affect both species simultaneously. We have made some progress in the
study of in the study of predator-prey systems with immigration in both species, and we present here
the results obtained.
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1 Introduction

Population dynamics is a cornerstone of biomathematical research, with a long history of inquiry into
the factors governing population change. Predator-prey models have been a particular focus, generating
a big number of works in the literature. However, real-world systems exhibit complexities that need
further mathematical investigation, as they can significantly influence population dynamics. In [2], we
try to give a state-of-art review of recent predator-prey models which include different realistic charac-
teristics, among which are migrations. We compare the qualitative results obtained for different models,
particularly regarding the singular points, local and global stability and the existence of limit cycles.

Motivated by the analyzed works, we want to carry out a study of the global dynamics of predator-prey
systems with immigration in both species, as this has not been studied in depth. The fact of studying
global dynamics provides knowledge that is not limited to to local behavior, because through a compact-
ification, we will be able to know the behavior at infinity. We take a constant immigration rate, as it is
done in many of the works in the literature, because it is reasonable from a biological point of view. Then
we consider the general systems

ẋ = rx −
ax1+αy

1 + hx1+α
+ c1, ẏ =

bx1+αy
1 + hx1+α

− ny + c2, (1)

where all the parameters are real and positive and have the following biological meaning: r represents
the growth rate of prey; n is the death rate of predator; a is the rate of predation; b is the conversion rate
of eaten prey into new predators; h and α are the functional response coefficients; and c1 and c2 are the
immigration rates of prey and predator, respectively.

In [1] we have carried out the study of the case with α = h = 0, which corresponds with a Holling type
I functional response, and in [3] we deal with the case α = 0, h , 0, which corresponds with a Holling
type II functional response

In the following sections we will discuss the results obtained so far, as well as the pending work for the
future.

59



2 Results

Let consider the case with Holling type I functional response, i.e., the system

ẋ = rx − axy + c1, ẏ = bxy − ny + c2. (2)

Our main result is the proof that the global phase portrait of system (2), in the positive quadrant of the
Poincaré disc is one of the following:

Figure 1: Global phase portraits of system (1) with α = h = 0 in the positive quadrant of the Poincaré
disk.

The importance of this result is that it allows us to determine that for any value of the parameters, the
behavior will follow one of these two schemes, and therefore we can conclude that two scenarios can
occur: either there is a coexistence point that is globally asymptotically stable, or there is a region of
asymptotic stability for that singular point, delimited by a limit cycle, that is attactor on the outside, so
that for initial conditions outside it, the behavior would tend to be oscillatory.

We begin by proving that system (2) has exactly one positive singular point

P =

(
−bc1 − ac2 + nr + R

2br
,

bc1 + ac2 + nr + R
2an

)
,

and that this point is a stable focus if ((n + r)(bc1 + ac2) + (n − r)(nr + R))2 < 16n2r2R, and a stable node
if ((n + r)(bc1 + ac2) + (n − r)(nr + R))2 > 16n2r2R.

Hereunder, we introduce the Poincaré compactification of system (2), as this technique allows us to study
the dynamics near the infinity. We use the local charts of the sphere to calculate the expression of the
compactification.

In chart U1 there are two singular points: the origin and the point (−b/a, 0), but as this second point is
not on the positive quadrant of the Poincaré disk, we can omit its study. The origin is a semi-hyperbolic
singular point, and applying the classification results in [4], we get to determine that it is a saddle-node.

Studying the flow over the horizontal axes we have that v̇ |v=0= 0 and u̇ |v=0= au2 + bu. Then, in
a neighborhood of the origin there are four possibilities for the position and orientation of the different
sectors, but studying the flow over the vertical axis, we have that u̇ |u=0= c2v2 > 0 and v̇ |u=0= −v2(c1v+r),
and this is only compatible with one of the configurations, which is the one given in Figure 2(a).

The origin of U2 is also a semi-hyperbolic saddle-node, but in this case, analyzing the flow over the axes
we conclude that the orientation and position of the different sectors is as shown in Figure 2(b).

So far we have not been able to give an analytical proof of the existence of a limit cycle. The results of
our numerical simulations suggest the possibility of a limit cycle existing under certain conditions.

In Figure 3, we include the solutions of system (2), with parameters r = a = b = n = 0.2, c1 = 0.3, and
c2 = 0.18. In this case, the solutions tend to the equilibrium point of the coexistence.
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Figure 2: Configurations for the saddle-node in the origin of system (2) in U1 and U2.

In Figure 4, the values of the parameters are r = 50, a = 2553/524288, c1 = 5, b = 5/2147483,
n = 1000/1024 and c2 = 1, and the solutions show an oscillatory behavior that could represent that of an
orbit approaching the limit cycle.
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Figure 3: Solutions of system (1) with parameters r = 50, a = 2553/524288, c1 = 5, b = 5/2147483,
n = 1000/1024, and c2 = 1 and initial conditions x(0) = y(0) = 0.1.
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(a) Solutions computed for time t ∈ [0, 50].
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(b) Solutions computed for time t ∈ [0, 200].

Figure 4: Solutions of system (1) with parameters r = a = b = n = 0.2, c1 = 0.3, and c2 = 0.18, and
initial conditions x(0) = y(0) = 0.1.

Finally we determine the global phase portraits. We know that there exists always one positive singular
point, and it is a stable node or a stable focus, which are topologically equivalent.

At the infinity, the origin of U1 has the phase portrait in Figure 2(a), and we have that there are orbits that
enter into the positive quadrant from each point of the axis u = 0, except from the origin. The origin of
U2 has the phase portrait in Figure 2(b). There exists a separatrix in the positive quadrant which leaves
from this infinity singular point generating two sectors. Between the separatrix and the infinity there are
orbits which leave all from the singular point, and between the separatrix and the u = 0 axis, there are
orbits that enter the positive quadrant of the Poincaré disk from each one of the points of the u = 0 axis.
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With this information we can obtain two global phase portraits. If there is no limit cycle, all trajectories
go to the positive singular point, which will then be globally asymptotically stable. If a limit cycle exists,
it is an attractor on the outside and a repulsor on the inside: the orbits starting at the region inside the
limit cycle, go to the positive singular point when t tends to infinity; the separatrix and the orbits entering
the positive quadrant from the points on the u = 0 and v = 0 axes, go to the limit cycle when t tends to
infinity.

The case with Holling type II functional response corresponds with the system

ẋ = rx −
axy

1 + hx
+ c1, ẏ =

bxy
1 + hx

− ny + c2. (3)

In this case we have considered some variable changes in order to get an equivalent polynomial differ-
ential system. Then we have also studied its global dynamics, which has turned out to be much more
complex. There can be up to three positive equilibria, and they have a much richer dynamic. The same
occurs when we study the dynamics at the infinity, where the system has up to 3 singular points in the
positive quadrant of the Poincaré disk.

3 Conclusions and ongoing work

We believe that this work represents an advance in the study of the influence of migration on predator-
prey systems, and in particular, we consider that there are two aspects of special relevance: we are
considering that migration affects the two species, which is not covered in most works in the literature,
and we are making a study of the global dynamics through a compactification, which makes it possible
to understand the behavior at infinity.

For the future we would like to complete these works, achieving, for example the analytical prove the
existence of the limit cycle.

We believe that these works help one to conclude on the effects and importance of migrations in the
evolution of predator-prey systems.
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Abstract: The aim of this work is to study an optimal control problem for a non-
autonomous model with a predator and two prey species, one strong and the other weak.
The resulting model incorporates a weak Allee effect in the strong prey, seasonal breeding
in both prey, and an extra-food supply that depends upon both prey. Existence, unique-
ness, uniformly boundedness of solutions, and extinction scenario for predators are proved.
An optimal control problem related to predator biomass is formulated. The existence and
uniqueness (over the whole time interval) of optimal solutions are established. Simulation
results show the usefulness and efficacy of the proposed control measures to manage the
predator biomass.
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Abstract: Sediment replenishment has been considered as an effective environmental restoration 

scheme to suppress bloom of nuisance benthic algae on riverbed. We develop a simple jump-driven 

stochastic differential equation of the algae population dynamics such that the population possibly 

decreases during sediment-laden flood events as random jumps. Its jump term is based on hydraulic 

experimental results and is understood in a Marcus sense. We show that the sediment replenishment, 

even if it is fully implemented, will suppress the algae population but not be able to exterminate it. 

keywords: Marcus formulation; algae detachment; power decay 
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1 Introduction 
 

Stochastic differential equations (SDEs) are indispensable mathematical tools for 

analyzing random dynamical systems in the real world [1]. They have been widely used 

in the ecological modeling where the main state variables are populations of biological 

organisms [2]. Unresolved parts of the population dynamics, which would be extremely 

complicated to fully describe, have effectively been modelled as noise terms so that the 

resulting SDE becomes concise as well as tractable. 

 In this study, we focus on bloom of nuisance filamentous green algae on riverbed 

in regulated rivers (Photo 1). This has been an environmental problem especially in dam-

downstream river reaches where physical disturbances to suppress the algae bloom, such 

as the supply of sand and gravel particles from the upstream river reach, are absent. The 

sediment replenishment is an environmental restoration project that artificially supplies 

sand and gravel to the river reach encountering the problem. 

 The authors have been experimentally studying removal efficiency of the benthic 

algae by the sand and gravel supply mimicking sediment replenishment. We found that 

the algae population decays only at a power function of time that is slower than an 

exponential one [3]. However, this point has not been considered in modeling the 

sediment supply so far. 
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 Below, we formulate a jump-driven stochastic differential equation (SDE) of the 

algae population dynamics considering its growth as well as the removal by sediment 

supply. The population decay is modelled as a jump term in the Marcus sense [4] based 

on our experimental results. We then argue that the solution to the SDE never becomes 

extinct with probability 1, and hence the algae population cannot be exterminated by the 

sediment supply but only suppressed. We also provide computational results by Monte 

Carlo simulation. 

 

 
Photo 1. Filamentous green algae on riverbed: taken by Hidekazu Yoshioka on August 11, 2020. 

 

2 Mathematical model 
 

The SDE proposed in this study, which is defined on a suitable complete probability space 

as in the conventional studies [1], is given as follows: 

 ( ) ( )
Increment Continuous growth Jump decrease during flood

d d , dt t t t tX g X t f z X N−= − , 0t   (1) 

subject to an initial condition  0 : 0,1X  = . Here, 0t   is time, ( )
0t t

X X


=  is a stochastic 

process representing the covering ratio by the alga population ( 1tX =  if the riverbed is 

fully covered by the algae and 0tX =  if they are absent, and is intermediate otherwise), 

:g →  is the drift coefficient,  )  ): 0, 0,f + → +  is the jump size of the population, 

( )
0t t

N N


=  is a compound Poisson process with the intensity parameter 0   and the 

probability density function  )  ): 0, 0,p + → +  of flood duration, and tz  is the duration 

of the flood occurred at time t . Clearly, we must have ( )
0

d 1p z z
+

= . For simplicity, we 

can assume that p  is a Gamma distribution. The jump term in Eq. (1) is understood in a 

Marcus sense [4] (see Eq. (4) in the next page). Here, we assume that the supply of sand 

and gravel particles is abundant so that there will be no sediment starvation. 

For the coefficient g , we assume the following generalized logistic model that is 

common in ecological modeling: 

 ( ) ( )
Exponential growth

Growth supression

1t t tg X rX X =  −  (2) 

with the intrinsic growth rate 0r   and shape parameter 0  . The other coefficient f  is 

the unique element in our model that is specified as follows based on the experimental 
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study (Yoshioka et al. [3]): 

 ( )
( )1/

,
1

t
t t a

a

t t

X
f z X

X bz

−
−

−

=
+

 (3) 

so that the population changes at each jump time  , the time of flood, as follows [4]: 

 

( ) ( )1/ 1/1 1
a a

a a

t t

X X
X X X X

X bz X bz

 
   

 

− −
− −

− −

 
 − = − −  =
 + +
 

. (4) 

Here, , 0a b   are parameters to be calibrated. The coefficients f  in Eq. (3) were 

motivated from the hydraulic experimental results in Yoshioka et al. [3] that the decrease 

of the algae cover on a gravel surface in an artificial flood event is modelled as 

 
( )

1

1
t a

x
bt

=
+

, 0t   with the initial condition 0 1x = , (5) 

where we experimentally inferred that ( 0,1a . We therefore found a power decay of the 

population. Notice that the following nonlinear and autonomous ordinary differential 

equation is satisfied by ( )
0t t

x x


= of Eq. (5): 

 
1

1d

d

t a
t

x
abx

t

+

= −  for 0t  , leading to 
( )( )1/1

s
t a

a

s

x
x

x b t s
=

+ −
 for 0t s  . (6) 

Comparing the last equations between Eqs. (4) and (6), the jump term in (1) represents 

the power-type population decay during flood events, which can be physically justified 

if the flood duration is significantly shorter than that of the timescale of the population 

growth on average. Typically, we will have the growth rate ( )210r O −=  to ( )110O −  (day) 

and the flood duration of ( )110tz O −=  (day) to ( )010O  (day). 

 

3 Main result and computation 
 

The following proposition is the main result of this study. 

 

Proposition 1. Assume that ( )0 0,1X  , ( 0,1a , and 1 1a −=  . Then, the SDE (1) admits 

a path-wise unique càdlàg solution ( )
0t t

X X


=  satisfying a

t tX Y −= , where ( )
0t t

Y Y


=  is 

given by the positive process 

 
( )

1

0
0

1 d
r r r

t t t st
a a a a

t sY e X e b e N
− − − − −

= − + +  , 0t   and 
1

0 0
aY X

−

= . (7) 

Moreover, the solution tX  and its expectation are positive with probability 1 for 0t  . 

 

Eq. (7) is an Ornstein–Uhlenbeck process solving a linear SDE. The proof of Proposition 

1 is based on a regularization of the coefficients ,f g  to apply the theorem [Theorem 4.76 

of 1] along with a contradiction argument that any solutions to Eq. (1) are valued in  . 

Proposition 1 has the three significant consequences. The first one is that it proves 

the unique existence of a nonlinear SDE. The second one is that it gives an explicit 

solution formula of a nonlinear SDE. The third one is that it implies the positivity of the 
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solution and its expectation, the latter being strictly positive, which implies that the algae 

population cannot be exterminated by a sediment replenishment project even if it 

completely avoids sediment starvation. The last one is due to the power-type decay of the 

algae population found through in our experiments. 

We computed sample paths of the SDE (1) based on Monte Carlo simulation that 

discretizes the equation in a time-explicit way as shown in Fig. 1, demonstrating that the 

bounded sample paths are simulated successfully. 

 
Fig 1. Sample paths generated by Monte Carlo simulation. Distinct colors represent 

different paths. Parameter values were determined from experimental and public data. 

 

4 Summary and perspectives 
 

We proposed an SDE of the algae population dynamics and discussed its key properties. 

We also conducted Monte Carlo simulation to compute sample paths of the SDE. The 

next step of this study will be to incorporate a model of a sediment replenishment project 

to the proposed SDE so that the supply of sand and gravel can be coupled with the algae 

population dynamics, which is undergoing by the authors. The coupled model will give 

a pessimistic result than that in this study because the former should assume that the 

sediment does not exists at each flood event; hence, there will be some missing shot of 

algae removal with a nonzero probability. More detailed analysis results will be discussed 

at the conference talk and full paper version. 
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Abstract: We undertake a probabilistic analysis of an extension of the classical logistic
model by considering all its parameters as continuous random variables with a joint probabil-
ity density function estimated through Bayesian sampling techniques. Given the stochastic
nature of the solution, we will derive its first probability density function using the random
variable transformation technique, thus obtaining a comprehensive probabilistic description
of the model. We then apply our theoretical findings to model the growth of social networks
using real-world data.
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1 Introduction

Studying growth processes is crucial for understanding the evolution of systems over time and
predicting their future behavior. Growth processes are omnipresent in nature and man-made sys-
tems, encompassing phenomena such as population growth, economic expansion, technological
innovation, and biological processes. Mathematical models play a fundamental role in describ-
ing and analyzing growth processes, providing a quantitative framework for understanding their
dynamics. In this work, we will focus on those whose solutions capture sigmoidal-type growth
patterns, i.e., those that follow an S-shaped curve, in which the growth starts slowly, acceler-
ates, and then levels off as the system approaches its carrying capacity. Differential equations,
including well-known models like the Verhulst, Gompertz and Richards, are frequently employed
to characterize such growth processes. Our interest focuses on the study of an extension of the
classical logistic model, referred to as the hyper-logistic model proposed by Turner [1], that is
formulated via the following differential equation{

y′(t) = b
K y(t)1−p(K − y(t))1+p,

y(t0) = y0,
(1)

where y = y(t) represents the quantity of interest at time t; y0 > 0 is the initial quantity at
the initial time t0 ≥ 0; y′(t) is the rate of change of y with respect to time t; b > 0 and K > 0
are the growth rate and the carrying capacity of the system, respectively, with b

K being the
proportionality constant; and 0 < p < 1 is the shape parameter.

69



While the logistic equation provides a simple framework for modeling population growth con-
strained by a carrying capacity, the hyper-logistic equation offers greater flexibility by introduc-
ing the parameter p. This allows for describing more complex growth dynamics, accommodat-
ing variations in growth rate or the shape of the S-curve, thereby capturing a wider range of
growth patterns and behaviors. The equation proposed in (1) overcomes another drawback of
the Verhulst model, in which the inflection point is fixed at half of the carrying capacity, i.e,
yInf = K/2, a condition that could be very restrictive when modeling some real-world phe-
nomena. The hyper-logistic equation offers more flexibility in locating the inflection point as it
depends on p, namely, yInf = K(1−p)

2 .

It is important to note that growth is a multifaceted process influenced by many external factors
that often are unpredictable, time-varying, and interact in intricate ways, contributing to adding
uncertainty to the model. To account for real-world conditions’ variability and provide a more
realistic representation of the growth scenario, we will consider the model parameters as random
variables. Consequently, equation (1) becomes a random differential equation, rendering its
solution a stochastic process,

y(t, ω) = K(ω)− K(ω)

1 +

(
p(ω)b(ω)(t− t0) +

(
K(ω)
y0(ω)

− 1
)−p(ω)

) 1
p(ω)

, (2)

where b(ω),K(ω), p(ω) and y0(ω) are continuous random variables defined on a common com-
plete probability space (Ω,FΩ,P) with a known joint probability density function (PDF), say
f0(b,K, p, y0). Here, ω ∈ Ω stands for an outcome.

The aim of the present work is to provide a comprehensive probabilistic characterization of the
stochastic solution at every time point. This can be done by means of the computation of the
main statistics of the solution, such as the mean, variance, probabilistic intervals, etc. This key
probabilistic information can be determined through the 1-PDF of the solution.

2 Results and discussion

The Random Variable Transformation (RVT) technique [2] has been applied to obtain the fol-
lowing expression of the 1-PDF for the solution (2)

f1(y, t) =

∫
R4

f0


(
K
y − 1

)−p
−
(

K
y0

− 1
)−p

p(t− t0)
,K, p, y0

 K

y2(t− t0)

(
K

y
− 1

)−p−1

dy0 dp dK.

(3)
This same technique can be employed to determine the PDF of the inflection point, given its
significant importance.

To illustrate the usefulness of the theoretical results, we apply them to real-world data. As
the proliferation of social networking platforms in recent years has revolutionized the way we
communicate, interact, and consume information, we will study digital growth, especially in the
realm of social media, and see how the hyper-logistic random differential equation can be used
to model it. The data used in this study can be found in [3], where there are statistics on the
number of users of different social networks in recent years. Specifically, we have taken the data
from Instagram and WhatsApp.

To effectively apply the theoretical findings in practice, it is necessary to accurately define the
joint PDF to encapsulate data uncertainty. Several approaches address this goal, but here, we
will apply Bayesian techniques. The PDF f0 herein corresponds to the posterior distribution
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Figure 1: Left side: Probabilistic fit to the Instagram data (dots), consisting of the expectation
(solid line) and 95% PI’s (dashed lines) of the 1-PDF (3) associated of the solution (2). Remark:
The time span covers the years from 2013 to 2023. User counts have been recorded quarterly
for each year, whereby months are represented on the abscissa axis. Right side: PDF of the
inflection point.

obtained via Bayes’ theorem. This, in turn, is estimated using the Gibbs sampling algorithm, a
component of Markov Chain Monte Carlo methods [4]. Considering the positivity and bound-
edness of the parameters, together with our knowledge from the literature, we have chosen a
Normal distribution for the likelihood function and non-informative distributions for the prior
distributions of the model parameters.

After deducing the joint PDF, f0(b,K, p, y0), of the model parameters, we proceed to calculate
the 1-PDF, f1(y, t), of the solution of the hyper-logistic model. This enables us to establish a
probabilistic fit for the data, encompassing the mean and 95% probabilistic intervals (PI’s). The
outcomes related to the Instagram social network are depicted in the left segment of Figure 1,
while those pertaining to WhatsApp are showcased in the left segment of Figure 2.

We observe distinct behaviors between the two social networks. Instagram is still booming,
indicative of its position within phase two of the sigmoidal curve, associated with exponential
growth. This aligns with the PI’s and the mean of the PDF of the inflection point (right
segment of Figure 1), estimated at 1300 users (in millions), roughly corresponding to the year
2020 coinciding with the pandemic. Consequently, Instagram has not yet entered the third
phase, characterized by users approaching the platform’s carrying capacity and a subsequent
decline in growth rate due to factors like market saturation or limited user interest.

Conversely, WhatsApp’s trajectory appears to align with all three phases of the sigmoidal curve,
currently situated in the third phase of stabilization. This observation is consistent with the
findings derived from both the PI’s and the mean of the PDF of the inflection point (right
segment of Figure 2), which stands at 1000 users (in millions), corresponding to the year 2017.

Nevertheless, our model adeptly captures trends in growth.

3 Conclusions and Future work

We have explored a random growth model from a probabilistic perspective, analyzing the 1-PDF
of its stochastic solution under mild assumptions. This investigation considers the inputs as
random variables with a joint probability density function estimated using Bayesian techniques.
The obtained results have been applied to the specific context of social network growth utilizing
real-world data.

The generalization of the proposed growth model is part of our future work.
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Figure 2: Left side: Probabilistic fit to the WhatsApp data (dots), consisting of the expectation
(solid line) and 95% PI’s (dashed lines) of the 1-PDF (3) associated of the solution (2). Remark:
The time span covers the years from 2012 to 2023. User counts have been recorded quarterly
for each year, whereby months are represented on the abscissa axis. Right side: PDF of the
inflection point.
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Abstract: This study investigates the stochastic dynamics of hepatitis B virus (HBV) in-
fection using a newly proposed stochastic model. Unlike deterministic models that do not
capture the inherent randomness and fluctuations in biological processes, our stochastic
model offers a more realistic representation of HBV infection dynamics. It includes ran-
dom variability, accounting for changes in viral and cellular populations and uncertainties
in parameters such as infection rates and immune responses. We investigate the existence,
uniqueness, and positivity of solutions for the proposed model, followed by a detailed stabil-
ity analysis. We provide the necessary and sufficient conditions for local and global stability,
offering more profound insights into the infection dynamics. Additionally, we use numerical
simulations to support our theoretical findings. The results provide a solid tool to under-
stand the complex behavior of HBV dynamics, significantly contributing to the ongoing
efforts for more effective HBV control and prevention strategies.

keywords: Stochastic dynamics, HBV, stability in probability, Euler-Maruyama, Milstein.
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1 Introduction

Hepatitis B is a severe viral infection affecting the liver, leading to acute and chronic conditions.
The virus is commonly transmitted through pregnancy, contact with infected blood or body
fluids, and unsafe injections. In 2019, approximately 296 million people lived with chronic
hepatitis B, with 1.5 million new infections and an estimated 820,000 deaths, primarily from
liver-related complications. Effective vaccines are available that offer essential prevention [10].
Mathematical modeling extensively enriches our understanding of HBV infection dynamics and
the effects of antiviral therapies. The model, based on ordinary differential equations (ODEs),
reflect the intricate interactions between the virus and the host immune response [7, 8, 1, 3].

Deterministic models provide pivotal insights into HBV’s pathogen and therapeutic impacts but
neglect the inherent randomness intrinsic to biological processes [5]. Stochastic models offer a
nuanced and accurate representation of HBV dynamics by embedding random variability into
the equations, capturing fluctuations in viral and cellular populations and parameter uncertainty
[9].

This research presents a mathematical analysis of a stochastic HBV infection dynamics model,
discussing the solution’s existence, uniqueness, and positivity. Stability analysis provides nec-
essary and sufficient conditions for stability in probability. Numerical simulations substantiate
the theoretical findings, offering robust tools for understanding HBV dynamics.
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2

2 The Model

We employ a modified stochastic version of a deterministic model representing HBV infection
dynamics [2].

The stochastic model introduces noise to each equation to capture inherent biological variability:

dx(t) = (Λ− µ1x− (1− η)βxz + qy)dt+ σ1xdW1(t),

dy(t) = ((1− η)βxz − µ2y − qy)dt+ σ2ydW2(t),

dz(t) = ((1− ϵ)py − µ3z)dt+ σ3zdW3(t).

(1)

Here, W1(t), W2(t), and W3(t) are standard Wiener processes, and σ1, σ2, and σ3 are noise
coefficients controlling stochastic fluctuations.

3 Results and Discussion

3.1 Existence, Uniqueness, and Positivity of the Solution

We rigorously prove the solution’s existence, uniqueness, and positivity for the stochastic model
(1). The coefficients adhere to local Lipschitz continuity and linear growth conditions, ensuring
a unique solution that remains positive for all time [4].

3.2 Stability Analysis

Stability analysis identifies the conditions under which the model remains stable in probability.
The stability of the trivial solution is established under certain conditions, with necessary and
sufficient conditions provided [6]. The stability of components representing infected cells and
free viruses is also investigated, demonstrating exponential stability under specific conditions.

3.3 Numerical Simulations

Numerical simulations were conducted using the Euler-Maruyama and Milstein methods. The
Euler-Maruyama method, known for its simplicity and first-order convergence, and the Milstein
method, with second-order convergence, validated the theoretical results and demonstrated the
stochastic model’s practical applicability.

4 Conclusion

This paper presents a refined stochastic model for HBV infection dynamics, capturing biological
processes’ inherent variability and randomness. The analysis ensures the solution’s existence,
uniqueness, and positivity. Stability analysis delineates the necessary and sufficient conditions
for stability in probability. Numerical simulations validate the theoretical results and demon-
strate the model’s practical applicability. This research advances our understanding of HBV
infection dynamics and aids in developing effective control and prevention strategies.
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Abstract: Periodontal disease is a prevalent condition that can lead to significant oral
health issues if left untreated. One aspect of periodontal health that has garnered interest is
the symmetry of periodontal lesions between contralateral sites. Symmetry in this context
can provide insights into the uniformity of disease progression and provide information
for contralateral inference. Previous studies have often assumed symmetry in periodontal
lesions, but few have rigorously tested this assumption using robust statistical methods. This
study aims to assess the symmetry of contralateral periodontal lesions using data from the
National Health and Nutrition Examination Survey (NHANES) 2011-2012. By comparing
the probabilistic distributions of periodontal variables from contralateral sites, this research
seeks to provide a detailed understanding of periodontal lesions symmetry.
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1 Introduction

Periodontal disease is a prevalent condition that can lead to significant oral health issues if
left untreated. One aspect of periodontal health that has garnered interest is the symmetry
of periodontal lesions between contralateral sites in the mouth. Symmetry in this context can
provide insights into the uniformity of disease progression. Previous studies have often assumed
symmetry in periodontal lesions, but few have rigorously tested this assumption using robust
statistical methods. This study aims to assess the symmetry of contralateral periodontal lesions
using data from the National Health and Nutrition Examination Survey (NHANES) 2011-2012.
By comparing the probabilistic distributions of periodontal variables from contralateral sites,
this research seeks to provide a detailed understanding of the extent to which periodontal lesions
are symmetric.
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2 Materials and Methods

The data for this study were obtained from the National Health and Nutrition Examination
Survey (NHANES) 2011-2012. NHANES is a program of studies designed to assess the health
and nutritional status of adults and children in the United States. It combines interviews and
physical examinations, providing a comprehensive dataset for various health-related research.

The study population includes individuals aged 30 and above who participated in the NHANES
2011-2012 cycle and had complete periodontal examinations. Exclusion criteria included indi-
viduals with missing data for key periodontal variables .

Periodontal examinations were conducted by trained dental professionals and included measure-
ments of pocket probing depth (PPD) at six sites per tooth (mesio vestibular (MV), vestibular
(V), distovestibular(DV) , mesiolingual (ML), lingual (L), distolingual (DL)). For this study,
data from upper right (11) and left (21) central incisors were analyzed.

2.1 Statistical Analysis
Comparison of Probability Density Functions (PDFs) Probability density functions
for PPD were estimated for each contralateral site using kernel density estimation. The kernel
density estimator f̂(x) for a dataset X = {x1, x2, . . . , xn} is given by:

f̂(x) =
1

nh

n∑
i=1

K

(
x− xi

h

)
where K is the kernel function (e.g., Gaussian kernel) and h is the bandwidth parameter. The
estimated PDFs were plotted for visual inspection of symmetry. Divergence measures, such as
Kullback-Leibler divergence, were calculated to quantify differences between the PDFs.

Kolmogorov-Smirnov (K-S) Test The K-S test was used to compare the empirical distri-
bution functions of periodontal variables from contralateral sites. The K-S statistic D is defined
as: D = sup

x
|Fn(x)−Gn(x)|

where Fn(x) and Gn(x) are the empirical distribution functions of the two samples. The test
provides a p-value indicating whether the distributions are significantly different.

Generalized Additive Models for Location, Scale, and Shape (GAMLSS) GAMLSS
models were fitted to the data, with periodontal variables as the response and the side (left or
right) as a factor. The GAMLSS framework allows modeling not only the mean (µ) but also
other parameters such as the variance (σ), skewness (ν), and kurtosis (τ) of the distribution.
The general form of a GAMLSS model is:

Yi ∼ Distribution(µi, σi, νi, τi)

g(µi) = ηµ,i = Xµ,iβµ

where g(·) is a link function, Xµ,i is the design matrix for the mean, and βµ are the regression
coefficients. The null model (excluding the side factor) was compared with the side model using
Akaike Information Criterion (AIC) and Bayesian Information Criterion (BIC). A likelihood
ratio test was conducted to assess the significance of the side effect. The test statistic Λ is given
by:

Λ = −2(logLnull − logLside)

where Lnull and Lside are the likelihoods of the null and side models, respectively. This statistic
follows a chi-squared distribution with degrees of freedom equal to the difference in the number of
parameters between the models. K-fold cross-validation was performed to evaluate the predictive
performance of both models, ensuring that the inclusion of the side factor improves the model’s
robustness. The data was split into k subsets, and the model was trained on k− 1 subsets while
the remaining subset was used for validation. This process was repeated k times.
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3 Results and discussion

Site Stats
Teeth Test Results

K-S SM
Bhat. Corr.

11 21 Stats p Coef. Coef.

DV
Mean 1.40 1.42 t = -0.738 0.461

D = 0.007
0.85

1.000 0.58Median 1 1 W = 3589510 0.638 1
Variance 0.685 0.761 F = 0.266 0.606 p = 1 0.042

V
Mean 0.868 0.928 t = -2.936 3.34e-03

D = 0.028
0.86

0.999 0.64Median 1 1 W = 3474941 3.02e-03 1
Variance 0.538 0.578 F = 0.065 0.799 p = 0.247 0.047

MV
Mean 1.31 1.41 t = -4.6212 3.91e-06

D = 0.079
0.89

0.997 0.66Median 1 1 W = 3354774 5.33e-09 1
Variance 0.639 0.702 F = 18.218 2.00e-05 p = 9.96e-08 0.036

DL
Mean 1.48 1.56 t = -3.513 4.47e-04

D = 0.050
0.85

0.998 0.62Median 1 1 W = 3258241 2.35e-04 1
Variance 0.729 0.807 F = 11.600 6.65e-04 p = 3.18e-03 0.041

L
Mean 1.14 1.16 t = -0.925 0.355

D = 0.013
0.86

0.999 0.65Median 1 1 W = 3591491 0.267 1
Variance 0.731 0.726 F = 0.230 0.647 p = 0.9772 0.046

ML
Mean 1.73 1.81 t = -3.242 1.20e-03

D = 0.055
0.89

0.998 0.73Median 2 2 W = 3405239 5.38e-05 1
Variance 0.826 0.779 F = 7.425 6.45e-03 p = 5.21e-04 0.032

Abreviatures: 11 – Upper right central incisor; 21 – Upper left central incisor; Stats
– Statistics; p – p-value; Statts – Tests statistics; K-S – Kolmogorov-Smirnov test; SM
– Symmetry measure; Bhat. Coef.– Bhattacharyya coefficient; Corr. Coef. – Pearson
Correlation coefficient

Table 1: Summary of statistical tests comparing central incisors 11 and 21 PPD means, medians and variances
across six dental sites; distances between distributions.

Figure 1: Kernel density plots to compare probability densities of 11 and 21 PPD by site

From the analysis of PPD at DV, V, MV, DL, L, and ML of 11 and 21) (Table 1) significant
findings were observed in the DV sites, the comparison of means showed no significant difference
(t = -0.738, p = 0.461), and the K-S test, together with the kernel density plots confirmed this
with a D-value of 0.007 (p = 1.00) and overlaping curves. Conversely, significant differences
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were noted in the V sites, where both the mean difference (t = -2.936, p = 3.34e-03) and the
K-S test (D = 0.028, p = 0.247) and discordant kernel density plots, suggested asymmetry.
The GAMLSS model for the V sites further indicated a significant side effect, with a notable
reduction in AIC and an LRT p-value of 0.03.

Further, the MV sites exhibited significant asymmetry, with the mean PPD significantly different
between 11 and 21 (t = -4.621, p = 3.91e-06). The K-S test also highlighted a significant
difference (D = 0.079, p = 9.96e-08). The GAMLSS analysis for these sites supported the
presence of asymmetry, as indicated by a significant LRT with a p-value of 9.59e-06. Similar
patterns were observed in the DL sites, where significant differences were found in mean PPD
(t = -3.513, p = 4.47e-04) and the K-S test (D = 0.050, p = 3.18e-03). In contrast, the L
sites showed no significant differences (t = -0.925, p = 0.355; D = 0.013, p = 0.977), indicating
symmetry at these sites. Cross-validation metrics, including RMSE and MAE, consistently
supported these findings, with significant differences noted in the V, MV, and D-L sites but not
in the L sites.

Conclusion

The analysis of PPD across six periodontal sites of the upper central incisors (11 and 21) re-
veals asymmetry in specific sites. Significant differences were observed in the V, MV, and DL
sites, indicating that periodontal signals varies between these contralateral sites. However, no
significant differences were found in the L sites, suggesting symmetry at these points. Further
research should explore the new approachs of symmetry evaluation. The presented symmetry
assessment relies on hypothesis testing, which assumes that any observed symmetry falls within
a defined confidence interval, allowing for a margin of error. This approach ensures that mi-
nor deviations from perfect symmetry are accounted for and are not mistakenly interpreted as
significant asymmetry.

4 Conclusions and Future Work

The analyses provide strong evidence of asymmetry in contralateral periodontal lesions but do
not quantify the degree of symmetry. Future work should focus on quantifying symmetry to
extract valuable information for contralateral inference and improve clinical assessments.
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Abstract: Symmetry quantification in periodontal disease is crucial for understanding dis-
ease progression and facilitating population-based studies, especially with incomplete data.
This study introduces a novel measure for symmetry assessment using a decay-type exponen-
tial function. Designed to maximize spatial predictability and align with clinical perceptions
of symmetry, this measure demonstrated high efficacy. An evaluation involving periodon-
tists showed a strong correlation (0.96) between clinical assessments and the symmetry scores
generated by the measure. Additionally, the measure enhanced predictive models, outper-
forming simpler models in terms of RMSE, MAE, and R2 values. Future research should
validate this measure across diverse populations and explore its broader applications
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1 Introduction

From an epidemiological perspective, symmetry quantification facilitates the estimation of popu-
lation disease parameters, especially when data is incomplete. This is evident in studies designed
with half-mouth evaluations. Clinically, the significance of symmetry is underscored by the no-
tion that asymmetric values of periodontal disease indicators might be influenced by asymmetric
factors that affect both the onset and the progression of disease.

In the realm of fuzzy symmetry, when examining periodontal structures, it becomes imperative
to quantify the symmetry between distinct entities. For this purpose, consider two values, A and
A′, each representing specific attributes or measurements of contralateral sites taken on the same
scale. This means that both A and A′ are quantified using the same units and methodology,
allowing for direct comparison or estimation between the two.
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2 Proposed Measure

To create a measure that captures similarity information, maximizes spatial predictability, and
mimics the clinician’s perception of symmetry grade, we introduce a decay-type exponential
function with the form:

SM(A,A′, α, β) = e
− |A−A′|

α+β A+A′
2 (1)

Where: - α is a scaling parameter. - β is the association parameter between A and A′ (its
contralateral counterpart).

2.1 Parameter α

Alpha (α) acts as a scaling factor that helps control the steepness of the exponential decay in
the function. The α adjusts the sensitivity of the SM function to absolute differences between
A and A′; a smaller α makes the function more sensitive. The default values of α are set to 1,
0.1, and 0.01 according to the scale of A, when A and A′ are integers, decimals, or centesimals,
respectively.

When A and A′ are integers, the potential differences between A and A′ are larger in absolute
terms compared to when A and A′ range from 0 to 0.9 on a decimal scale. Consequently, α needs
to be adjusted to maintain a function response similar to what was observed with larger integer
values. α must be reduced to increase the function’s sensitivity to these smaller differences.
This feature allows for the comparison of symmetry grades between pairs A and A′ measured
on different scales.

2.2 Parameter β

Making the parameter β equal to the correlation coefficient between A and A′, we are effectively
stating that the higher the correlation, the more predictable the behavior of one site based on the
other. This fits well with the goal of using symmetry grading for prediction, as highly correlated
contralateral sites will have similar characteristics and responses.

In this application of SM, β is always positive, as there is no biological justification for it to be
negative. This positivity is crucial because it ensures that the function emphasizes similarity
rather than dissimilarity in the grading of periodontal lesions between sites. Positive values of
β reduce the denominator in the SM function for pairs of sites with higher correlation, thereby
diminishing the impact of absolute differences |A−A′| and highlighting their inherent similarity.
The use of β as a correlation coefficient in the context of symmetry grading for periodontal lesions
leverages statistical relationships to enhance contralateral spatial predictivity. Additionally,
directionality of the difference was incorporated into the function by creating SM dir, which
involves multiplying SM by γ, a parameter that takes values of −1 and +1.

2.3 Empirical Results

Evaluation of SM Function in Clinical Setup To evaluate the effectiveness of the SM
function in capturing the clinical magnitude of symmetry, a study was conducted involving ten
experienced periodontists. These experts were asked to score twenty pairs of pocket probing
depth (PPD) values on a scale from zero to ten. The results of this expert assessment were then
compared to the symmetry scores generated by the SM function for the same pairs of values. The
analysis revealed a high correlation coefficient of 0.96, indicating a strong agreement between
the periodontists’ evaluations and the SM function’s outputs.
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Evaluation of SM Function in Contralateral Prediction To evaluate the importance
of SM dir11.Site for contralateral prediction, two gradient boosting machine (GBM) models
were fitted using the National Health and Nutrition Examination Survey (NHANES) 2011-
2012 data and evaluated. The first model, GBM1, included both the values of PPD for the
modeled site, each one of the six sites per tooth: Disto-Vestiblular (DV), Vestibular (V), Mesio-
Vestibular (MV), Disto-Lingual (DL), Lingual (L) and Mesio-Lingual (ML) of the upper right
central incisor (11Site) and the mean directional SM (SM dir11.Site) as predictors. The second
model, GBM2, included only the PPD of the modeled Site (11.Site) as a predictor.

Table 1: Performance Metrics for GBM Models Including Right Side Values (Site1) and Direc-
tional SM (GBM1) and only Right Side Values (Site2) (GBM2)

GBM models

Metric DV1 DV2 V1 V2 MV1 MV2 DL1 DL2 L1 L2 ML1 ML2

RMSE 0.167 0.760 0.230 0.653 0.210 0.682 0.252 0.740 0.220 0.705 0.350 0.685
MAE 0.037 0.484 0.049 0.416 0.037 0.457 0.064 0.535 0.055 0.468 0.086 0.465
MSE 0.028 0.578 0.053 0.427 0.044 0.466 0.063 0.547 0.049 0.497 0.122 0.469
R2 0.969 0.357 0.930 0.375 0.954 0.502 0.932 0.417 0.943 0.417 0.871 0.506
Adj. R2 0.967 0.322 0.927 0.340 0.951 0.474 0.928 0.385 0.940 0.385 0.864 0.479
Exp. Var. 0.969 0.356 0.923 0.375 0.951 0.493 0.932 0.415 0.943 0.416 0.871 0.505

Abreviatures: RMSE – Root Mean Squared Error, MAE – Mean Absolute Error, MSE – Mean Squared Error,
R2 – R-squared, Adj. R2 – Adjusted R2, Exp. Var. – Explained Variance, DV – Disto-Vestiblular, V –
Vestibular, MV – Mesio-Vestibular, DL – Disto-Lingual, L – Lingual, ML – Mesio-Lingual sites of the upper
right central incisor (11Site), SM dir11.Site – Mean directional SM

Table 2: Variable Importance in GBM1 Models per Site of Upper Central Incisors

Variable DV1 V1 MV1 DL1 L1 ML1

SM dir11.Site 69.554 61.598 54.865 64.871 66.539 47.927
Site 30.446 38.402 45.135 35.130 33.461 52.073

The performance of both models was assessed on a hold-out test set using Root Mean Squared
Error (RMSE), Mean Absolute Error (MAE), Mean Squared Error (MSE), R-squared (R2),
Adjusted R2 (Adj. R2 ) and Explained Variance (Exp. Var.) as evaluation metrics across
multiple sites for the two GBM models by site GBM1 (DV1, V1, MV1, DL1, L1 and ML1) and
GBM2 (DV2, V2, MV2, DL21, L2 and ML2).

For site DV, GBM1 (which incorporated both 11DV and SM dir11.DV ) achieved an RMSE
of 0.167, an MAE of 0.037, an MSE of 0.028, and an R2 of 0.969, significantly outperforming
GBM2, which had an RMSE of 0.760, an MAE of 0.484, an MSE of 0.578, and an R2 of 0.357.
Similar results where found for the other five sites, as can be observed in table 1

The trend observed in the performance metrics across all sites indicates that GBM1, which in-
cludes the additional predictor DM dir11.Site, consistently outperforms GBM2. This is evident
from the lower RMSE and MAE values and higher R2 values for GBM1, suggesting a better fit
to the test data.

Table 2 shows the relative importance of the predictors in the GBM1 models for different sites
of the central incisors. The mean directional SM (DM dir11.Site) had a higher importance
than the site value alone in most cases, highlighting its significant contribution to the improved
performance of GBM1. For example, the importance of SM dir11.DV was highest for site DV1
(69.554) compared to the DV PPD site value alone (30.446). Similar trends are seen across
other sites, emphasizing the value of including directional SM as a predictor.
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3 Conclusions and Future Work

The proposed measure for symmetry quantification in periodontal disease offers a robust frame-
work for both clinical and epidemiological applications. By adjusting α and β, this measure can
be tailored to different scales and correlation levels, enhancing its utility in various contexts.
Future research should focus on validating this measure in larger and more diverse populations
and exploring its application in other fields.
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Abstract: Mutual Information Rate (MIR) serves as one of the main tools for quantifying
the dynamic coupling between two processes within a network, particularly for the analy-
sis of cardiorespiratory interactions. However, it can vary significantly in its conditioned
calculation due to high-order dependencies among system processes. In this study, a novel
approach is proposed: searching multiplets of variables that maximize or minimize dy-
namic coupling. This approach breaks down the maximal MIR into unique, redundant, and
synergistic components, allowing the assessment of high-order effects relative importance
compared to dyadic effects. The applicability of the proposed framework in that character-
ization is demonstrated using experimental data of heart period and respiratory time series
in healthy subjects during rest and postural stress.
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1 Introduction

In the framework of Information Theory several measures have been proposed for the study on
cardio-respiratory interactions. Among them, the Mutual Information Rate (MIR) has been
showed to be a very promising tool for assessing the dynamic interdependence between pairs of
physiological systems [1]. However, the traditional representation of pairwise interactions is not
appropriate to provide a complete description of complex interactions occurring in physiological
networks. In recent years, the growing interest in high-order interactions [2, 3] has led to an
increased emphasis on understanding the emergent properties of these complex relationships.
These properties are evident in high-order behaviors in data, surpassing conventional dyadic
descriptions. In this study, using partial conditioning in multivariate data sets [4], we decom-
posed the maximum dynamical coupling between two processes into unique, redundant, and
synergistic MIR components. This framework was then applied to analyze physiological time
series data on the effects of postural stress on cardiovascular and respiratory variability.
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2 Materials and Methods

2.1 Data Acquisition and Time Series Extraction

The analysis relies on a database previously used for the study of cardiovascular and cardiorespi-
ratory interactions (for details on data acquisition and protocol see e.g [2]). From the acquired
signals five variability time series were extracted: RR intervals (RR), Systolic Arterial Pres-
sure (SAP), Diastolic Arterial Pressure (DAP), Mean Arterial Pressure (MAP) and Respiration
(RESP). The time series were extracted from a group of 127 healthy subjects monitored in the
resting supine position (REST), and in the upright position (UP) induced through passive head-
up tilt. The study was approved by the local Ethical Committee. The analysis was performed
on 300-point artifact-free, weak-sense stationary segments from each subject and condition and
the time series were normalized to zero mean and unit variance before the analysis.

2.2 Conditioning Approach for the Assessment of High Order Interactions

Consider two ergodic stationary stochastic processes X and Y with zero mean. Denote by
Xn and Yn the current states of both processes, and let Xq

n = [Xn−1, . . . , Xn−q] and Y q
n =

[Yn−1, . . . , Yn−q] represent the past states, where q sets the history length. The degree of asso-
ciation is quantified by the pairwise MIR [1]

Ip = IX;Y = lim
q→∞

1

q
I (Xq

n;Y
q
n ) , (1)

where I(·; ·) denotes Mutual Information (MI). Suppose thatN other processes Z = {Z1, . . . , Zn}
are simultaneously measured. Define Ik = IX;Y |Zk

, the conditional MIR (cMIR), where Zk is an
element of the powerset of {Z1, Z2, . . . , Zn}. Additionally, denoting as Zm the subset of processes
in Z which minimizes Ik, and Im = IX;Y |Zm

the corresponding value of the cMIR. Similarly,
ZM represents the subset of processes in Z that maximizes Ik, with the corresponding value of
the cMIR denoted as IM = IX;Y |ZM

. The reduction on MIR is associated with redundancy (R),
R = Ip − Im. Conversely, synergistic information (S) represents the increase in MIR resulting
from adding variables to the conditioning set, S = IM − Ip, while unique information (U)
shared between X and Y corresponds to Im. Accordingly, the following decomposition holds,
IM = U + R + S. Exhaustive search of subsets Zm and ZM is impractical for large n. Instead,
we use a greedy strategy with a surrogate-based stopping criterion [4]. For estimating MIR and
cMIR, a parametric approach based on Vector AutoRegressive (VAR) models is employed [1].

3 Results and Discussion

In this work, the network {RR, SAP, DAP, MAP, RESP} was considered. To analyze car-
diorespiratory interactions, we set X = RR, Y = RESP, and the vector Z composed by the
remaining processes. Fig.1 depicts distributions of IM , U , R, and S during REST and UP.
Differences between the two conditions were assessed using the Wilcoxon test for paired data.
IM decreases with the postural stress suggesting reduced coupling between RR and RESP, re-
flecting the weakening of RSA during tilt [2]. No statistically significant differences in U were
reported between REST and UP. Moreover, in both conditions, the estimated values are very
low, indicating that RESP and RR do not share a large amount of unique information. Both
R and S, decrease significantly with postural stress, with a predominance of redundancy over
synergy in both physiological conditions, corroborating previous studies [2].
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Figure 1: Boxplot distributions of IM , U, R and S (expressed in natural units, nats) computed
during REST and UP. Statistical analysis using Wilcoxon test for paired data: *, p < 0.05, **,
p < 0.01, ***, p < 0.001.

4 Conclusions and Future Work

This study introduces a novel approach utilizing MIR to differentiate dyadic dependence from
polyadic effects in cardiorespiratory interactions. The observed decrease in maximal MIR be-
tween RESP and RR confirms the dampening of RSA during postural stress. Our findings
suggest that cardiorespiratory interactions are mainly mediated by redundancy, underscoring
the need to analyze polyadic interactions. This framework could help to quantify the emergence
of higher-order behaviors in brain-heart interactions in the future.
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Abstract

1 Introduction

Smoking is a recognized risk factor for the onset and exacerbation of peri-
odontal disease. Researches into the relationship between tobacco use and
periodontal health began in the 20th century, highlighting tobacco’s sig-
nificant impact on the initiation, progression, and severity of periodontal
disorders. Smoking is the principal behavioral risk factor for periodontitis,
impacting its prevalence, extent, and severity.

Cotinine, an alkaloid found in tobacco and the primary active metabo-
lite of nicotine, serves as a biomarker to measure tobacco smoke exposure,
with a minimal amount being excreted through the kidneys. Cotinine pro-
vides a more precise measure of nicotine intake than self-reported smoking
habits due to its detectability in blood, saliva, or urine. The extended half-
life of cotinine, ranging from 15 to 20 hours—contrasted with nicotine’s
shorter half-life of approximately 2 hours—establishes it as a reliable bio-
chemical marker for assessing nicotine consumption.

Periodontitis is defined as a chronic multifactorial inflammatory dis-
ease associated with a dysbiotic biofilm and characterized by the pro-
gressive destruction of the tooth-supporting apparatus. The periodontal
apparatus, comprising the gingiva, cementum, periodontal ligament, and
alveolar bone, plays a critical role in maintaining dental stability within
the oral cavity. The pathogenesis of periodontitis is initiated by gingivitis,
a condition characterized by localized gingival inflammation due to den-
tal biofilms. Without clinical intervention, this preliminary inflammatory
phase can evolve into chronic periodontitis. This advancement is marked
by the emergence of profound periodontal pockets, a critical indicator
of progressed periodontal disease, potentially leading to tooth loss. The
pathophysiological framework of this progression is characterized by the
intricate interaction between the pathogenic biofilm and the host’s im-
mune response, perpetuating a chronic inflammatory state that amplifies
the systemic inflammatory burden.

1
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The GAMLSS framework is a flexible approach for modeling a wide
variety of distributions for the response variable. Unlike traditional lin-
ear models, GAMLSS allows for the simultaneous modeling of location,
scale, and shape parameters, providing a comprehensive understanding of
the data’s distribution. This flexibility is particularly useful for handling
non-normal data and accommodating heteroscedasticity and skewness in
the response variable. GAMLSS supports a wide range of distributions,
enabling the selection of the most appropriate distribution for the data.
The model allows for the separate modeling of location (mean), scale (vari-
ance), and shape (skewness and kurtosis) parameters, offering a detailed
characterization of the data. GAMLSS incorporates smooth functions of
explanatory variables, which can capture non-linear relationships effec-
tively and provides robust diagnostic tools for model checking and valida-
tion, ensuring the reliability of the model’s inferences. In this study, the
GAMLSS model was used to analyze the behavior of the dependent vari-
able PPDmax in relation to serum cotinine levels, gender, and smoking
habits. The flexibility of GAMLSS allowed for the accommodation of the
skewed distribution of PPDmax and the inclusion of covariates affecting
different aspects of the distribution.

CART is a non-parametric decision tree learning technique that can
be used for both classification and regression tasks. The method builds
a tree by recursively splitting the data into subsets based on the values
of the predictor variables, aiming to create homogenous groups with re-
spect to the response variable. It handles non-linear relationships between
predictors and the response variable without requiring transformations or
pre-specification of the functional form. The model naturally identifies
interactions between variables, as splits are based on the combined effect
of predictors. CART provides measures of variable importance, indicat-
ing the relative contribution of each predictor to the model. The resulting
tree structure is easy to interpret and visualize, showing the decision rules
used to split the data. In this study, the CART model was used to ana-
lyze the impact of smoking habits on periodontal health, particularly on
PPDmean and CALmean. The ability of CART to capture non-linear
interactions and provide clear variable importance measures was crucial
for understanding the complex relationships in the data.

2 AIM

The study aimed to determine if the maximum probing pocket depth (PPDmax)
and the Clinical Attachment Loss (CAL) are associated with serum cotinine
levels, age, gender, and smoking habits.

3 Materials and Methods

Data from the National Health and Nutrition Examination Survey was analyzed
using GAMLSS and CART models within the R software. The variables con-
sidered in this study were maximum probing pocket depth (PPDmax); mean

2
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probing pocket (PPDmean); maximum clinical attachment level (CALmax);
mean clinical attachment level (CALmean), serum cotinine levels, age, gender,
and smoking habits.

4 Results

The sample consisted of 835 males (62.4%) and 504 females (37.6%), indicating
a significant gender imbalance. The mean age was 52.68 years, with a standard
deviation of 14.15 years. Periodontal variables included PPDmean, PPDmax,
CALmean, and CALmax. Descriptive statistics provided insights into the cen-
tral tendencies and distributions within the sample.

The clinical attachment loss variables, CALmean and CALmax, exhibited
means of 1.99 mm and 4.91 mm, respectively, with significant skewness and
kurtosis, indicating a wide range of attachment loss severity within the sample.
Cotinine levels, a biomarker for tobacco exposure, showed substantial variation,
with a mean of 108.14 ng/mL. The duration of smoking had a mean of 34.90
years, further emphasizing the long-term tobacco exposure in this population.

Comparing the two models GAMLSS models for PPDmax (Table 3 and Table
5), the model with age as a factor presented a lower AIC (3715.331) compared
to the model with smoking habits as a variable (AIC = 3744.620), suggesting
that age is a more significant predictor for PPDmax than smoking habits when
considering model complexity. The model with age also showed lower RMSE
(1.543) and MAE (1.190) values compared to the model with smoking habits
(RMSE = 1.574, MAE = 1.218), further demonstrating that the model with age
provides more accurate predictions. Additionally, the model with age as a pre-
dictor had a higher R² (0.084) compared to the other model (R² = 0.046). The
higher R² value for the age model indicates that it explains a greater propor-
tion of the variance in PPDmax, highlighting age as a more substantial factor
in predicting periodontal probing depth.

In the GAMLSS model for CALmax (Table 13), cotinine levels (β = 3.2 ×
10−3; p-value = 1.72×10−13) suggested a positive relationship between cotinine
levels and CALmax, indicating that higher cotinine levels are associated with
increased clinical attachment loss. Female gender (β = −0.967; p-value = ¡
2 × 10−16) was associated with lower CALmax compared to males, suggesting
gender differences in periodontal health. Age (β = 0.0541; p-value = ¡ 2×10−6)
indicated that CALmax increases with age, implying that older individuals tend
to have higher clinical attachment loss.

The analysis of smoking habits (β = 2.6× 10−3; p-value = 1.48× 10−7) in-
dicated a significant positive relationship between smoking and CALmax. This
suggests that smoking contributes to increased clinical attachment loss. How-
ever, this was not observed in the PPDmax model, highlighting the need for
further investigation into the differential impact of smoking on various peri-
odontal health measures.

The CART model analysis demonstrated that the primary split is based on
cotinine levels, underscoring its significance in predicting PPDmean. Gender
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and smoking duration were also significant predictors.
The choice of the CART model over the GAMLSS model for analyzing the

impact of smoking habits on periodontal health is justified by CART’s capacity
to handle non-linear relationships and interactions more effectively.

The CART model provides a clearer interpretation of variable importance
and reveals critical insights into the influence of cotinine, gender, and smoking
duration on PPDmean.

5 Conclusions

The results suggest that cotinine is associated with the severity of periodon-
tal disease, being linked to increased values of PPDmax and CALmax. The
GAMLSS models demonstrated a significant relationship between cotinine and
both PPDmax and CALmax, which remained robust even after the inclusion
of additional predictors such as age, gender, and smoking habits. Furthermore,
the CART models indicated that cotinine is the most important factor influenc-
ing the severity of periodontal disease compared to age, gender, and smoking
habits. These findings can help patients understand the detrimental effects of
tobacco use on periodontal health.

Keywords: Serum cotinine levels, Probing pocket depth, Clinical Attach-
ment Level, GAMLSS model, CART model
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Abstract: The paper presents the results of 
research into possible scenarios of sperm 
penetration through the zona pellucida (ZP) 
due to deformation work caused by the 
deformation of the ZP in the radial direction 
and, additionally, in the tangential plane by 
parts of the transmitted kinetic energy of the 
sperm impact on the ZP. The results of the 
numerical experiment were analyzed, and a 
number of conclusions were drawn based 
on the hypothesis of the highest normal 
stress or the hypothesis of the highest shear 
stress, in which ZP damage or crack 
progression in the ZP occurs, allowing 
spermatozoa to penetrate through the ZP to 
the oocyte. 
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1 Introduction 

 
There are different theories regarding sperm penetration mechanism trough zona 
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pellucida (ZP) of the oocyte, such as: biochemical receptor recognition, maximum 
normal stress [1] and oscillations of relaxation [2]. However, the very mechanism of 
sperm penetration still remains elusive. Pleasure that sperm generates upon the ZP 
depends of sperm mass mk, velocity and contact surface. The experiments with probing the 
mechanical properties of ZP shows that the more you press ZP, the more it resists [3]. This indicates 
that the maximum contact pressure is not the optimal strategy for ZP penetration. In numerical 
simulations of non-linear sperm-oocyte frictional contact [2], the authors suggested that the possible 
mechanism of sperm penetration could be oscillations of relaxation, which is in concordance with 
experiments [4], which show that sperm creates an oblique path through ZP.  
Starting from the hypotheses that shear stress is an important element in sperm penetration 
mechanism contact stress theory and collision theory, [5] are used to study the relation 
between different sperm distribution on the oocyte surface and shear stress that is generated 
on different areas of the oocyte surface -zona pelucida (ZP). In the model, the oocyte surface 
was divided into 10 equal segments. The following assumptions of the model are will now 
be stated. The main assumption is that the kinetic energy of each sperm is transformed into 
potential energy of deformation of local area of the ZP surface. Stress and strain in the ZP are 
related to the initial sperm arrangement. Ratio between progressive and non-progressive 
sperm cells that interact with an oocyte in the in vitro conditions is embedded in the numerical 
simulation. To study the effect of sperm impact on ZP shear stress three different 
configurations of sperm cells distribution were used: equal number of sperm cell to each 
segment; different number of sperm cells to oocyte surface segments but symmetrical 
arrangement and different number of sperm cells to oocyte surface segments but 
asymmetrical arrangement.  
 
2 Results and discussion  

 
We assume that each sperm cell has two component velocities in the contact 
with the oocyte surface: in radial direction�⃗�!,#,𝑘 = 1,2,3..., 𝑁, and in tangent plane 
regarding the contact point with oocyte surface �⃗�$,#,𝑘 = 1,2,3..., 𝑁. Taking into account 
referent surface contact area S and different restitution coefficients kres,k for each sperm 
the deformation work caused by ZP radial deformation for each surface segment of the 
oocyte is equal to kinetic energy of impact radial component velocity of sperm and we 
can write the following relation in the form: 
 

    (1) 

 
The ZP deformation work caused by ZP deformation in tangent plane for each surface 
segment of the oocyte is equal to kinetic energy of impact tangential component velocity 
of each sperm and the relation follows in the form: 

 

𝐴 = 𝑆𝛿 %!

&'
= .∑ (

&
𝑚#(𝑣)& + ∑

(
&
𝑚#4(1 − 𝑘res.#)𝑣6

&#-.
#-."

#-."
#-( 7    (2) 

 

where 𝜎 is normal stress, 𝜏 is shear stress, S-contact surface area, E-Young modulus, G-shear modulus, 
δ is ZP thickness, kres,k is coefficient of restitution and can have values [0;1]. Three different 
configurations of sperm cells distribution were used: equal number of sperm cell to each segment; 
different number of sperm cells to oocyte surface segments but symmetrical arrangement and different 
number of sperm cells to oocyte surface segments but asymmetrical arrangement. Deformation work 
caused by ZP radial deformation and ZP deformation in tangent plain of the same segment are calculated 
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with the data of sperm count and sperm velocities taken from WHO using a numerical simulation, which 
simulates sperm cell penetration on the oocyte surface.  
The duration of simulated time lasts 120 seconds, in intervals of 1s. Each second of sperm cell 
penetration is simulated in the following manner. Firstly, each sperm is assigned a cell group using the 
roulette wheel method. This method is comprised of selecting one of n given options, where the chances 
of selecting an option are not equal. The following cell groups are considered: progressive, which have 
a speed of 4.9E-6 m/s and 32 percent chance of occurrence; non-progressive, which have a speed of 
80.7E-6 m/s and 8 percent chance of occurrence, and non-motive, which have a speed of 0 m/s and 60 
percent chance of occurrence. Once the cell group is determined, the point of penetration on the sphere 
is selected in a random manner. Deformation works that is a result of ZP radial deformation and 
deformation in tangent plane for each surface segment are calculated.  
Then, this process is repeated for 2.3E7 times, which represents the number of sperm cells which try to 
penetrate the oocyte each second. 
 
3 Conclusions and Future work 

 
For different sperm distribution configuration deformation work of ZP radial deformation and 
ZP deformation in tangent plain have different values. Segments with minimum and segments 
with maximum values of shear stress of ZP are identified for the defined initial conditions. 
Our future work will be to identify potential “weak spot” in ZP segment based on the values of normal 
and shear stresses for defined initial conditions.  
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Abstract: This study presents and applies normalized cross-correlation of entire time series 

from lower limb sagittal joint angular kinematics to assess intra-joint coordination during long, 

short and no countermovement (CM) with muscle stretch-shortening cycle (SSC) on standard 

maximum vertical jump. Applied metrics allowed the detection of lower-limb intra-joint 

coordination differences on maximum cross-correlation time delay based on entire time series 

of kinematic bio-signal at each CM condition, SSC and joint. 
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1 Introduction 

 
Human movement performance strongly depends on four levels of integration, starting 
with neuromuscular control of the muscle motor unit, the sum of the twitches from all the 
motor units at the level of the tendon, the musculoskeletal integration at each joint of the 
force and force moments of the passive and active structures crossing each joint and the 
synergy of multiple joints towards a common goal [1]. At the principal of equal 
simplicity, Bernstein [2] postulated that the central nervous system (CNS) must exert 
control at the joints or at the synergy level since it would be incredibly complex to 
separately control each muscle [1,2]. Muscle stretch-shortening cycle (SSC) corresponds 
to an anticipation muscle stretch before muscle contraction to produce more efficient 
submaximal and powerful maximal action than it would be achieved in the absence of 
muscle stretch [3]. Despite at lower limbs, muscle SSC can be observed at gait and run, 

97



 

its isolated assessment is performed at standard maximum vertical jump (MVJ) with long 
countermovement (CM) and SSC on countermovement jump (CMJ), and short CM and 
SSC on drop jump (DJ) for comparison with no CM and SSC at squat jump (SJ) [4]. In 
order to assess joint coordination, sagittal lower limb joint angular phase-plane has been 
applied at long, short and no CM [5], as well as cross-correlation of lower limb joint 
angular kinematic for inter-joint coordination assessment during impulse phase on 
standard MVJ [6], with an open issue on sagittal intra-joint angular kinematic 
coordination. For this reason, we present and applied a cross-correlation analysis of lower 
limb sagittal joint angular kinematic for coordination assessment of the joint angles, 
angular velocities and angular accelerations at the hip, the knee and the ankle during 
standard MVJ with long, short and no CM comparison. 
 

2 Data and Methodology 
 
3D cartesian coordinates of anatomical selected joint marks were obtained from direct 
linear transformation (DLT) of 2D images from two cameras acquisitions at 100 Hz on 
anterior and posterior position at sagittal plane. Lower limb sagittal joint angles, angular 
velocities and angular accelerations were obtained from inverse kinematics using 3D 
cartesian coordinates of selected anatomical joint marks. Normalized cross-correlations 
of the lower limb sagittal joint angles (), angular velocities (), and angular 
accelerations () during the impulse phases at standard MVJ were implemented using 
MATLAB R2017a (MathWorks Inc., Massachusetts, USA). Time delay () of the 
normalized maximum cross-correlations (CCr max) between the lower limb sagittal joint 
angular kinematic time series ,  and  were then compared among joints and standard 
MVJ at 5% significance for the mean () and standard deviation () of each subject best 
trial of 3 CMJ, 3 DJ and 3 SJ on a total of 54 repetitions for a sample of six male subjects 
with (21.5 ± 1.4) years, (76.7 ± 9.3) kg mass and (1.79 ± 0.06) m height. 
 

3 Results and discussion 
 

The hip presented at CMJ, DJ and SJ, with long, short and no CM, higher time delay  of 
the maximum cross correlation CCr max between the sagittal joint angles  and the 
corresponding joint angular velocities  in relation to the knee and the ankle joints, as 
presented on Table 1 with reduced statistical significative differences (p<0.05) Table 2, 
pointing to longer  of the hip joint angular velocity  to produce its effect at the hip joint 
angle  when compared to the knee and the ankle, regardless of the long, short and no 
CM condition, allowing this effect to be associated to the hip, and the knee, ankle joints 
intrinsic factors. 

Table 1: Mean and standard deviation () of the maximum cross-correlation time delay(s). 

(s) 
 () 

CMJ DJ SJ 
Hip Knee Ankle Hip Knee Ankle Hip Knee Ankle 

(, ) 
0.024 0.006 0.000 0.054 0.006 0.004 0.008 0.000 0.000 

(0.023) (0.013) (0.000) (0.064) (0.009) (0.005) (0.013) (0.000) (0.000) 

(, ) 
0.168 0.038 0.028 0.046 0.048 0.030 0.095 0.030 0.025 

(0.049) (0.008) (0.008) (0.030) (0.008) (0.000) (0.063) (0.011) (0.012) 

(, ) 
0.180 0.040 0.028 0.070 0.038 0.036 0.100 0.027 0.022 

(0.092) (0.020) (0.013) (0.024) (0.024) (0.011) (0.072) (0.016) (0.012) 

As regards to the time delay of CCr max between the sagittal joint angular velocities  
and the corresponding joint angular accelerations , CMJ and SJ presented higher  at 
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the hip than the knee both higher than the ankle, whereas DJ presented higher (, ) at 
the knee than the hip and the ankle, as presented on Table 1, with statistical significative 
differences presented at Table 2, thus pointing to different behavior of (, ) on short 
CM at DJ in relation to long and no CM on CMJ and SJ. 

 
Table 2: Mean difference and significance (p) of the time delay differencei -j (s). 

i -j (s) 
 (p) 

CMJ DJ SJ 
H-K H-A K-A H-K H-A K-A H-K H-A K-A 

(, ) 
0.018 0.024 0.000 0.048 0.050 0.002 0.008 0.008 0.000 

(0.085) (0.040) (0.187) (0.085) (0.079) (0.341) (0.093) (0.093) (0.500) 

(, ) 
0.130 0.140 0.010 -0.002 0.016 0.018 0.065 0.070 0.005 

(<10-3) (<10-3) (0.048) (0.446) (0.153) (0.004) (0.016) (0.011) (0.237) 

(, ) 
0.140 0.152 0.012 0.032 0.034 0.002 0.073 0.078 0.005 

(0.005) (0.003) (0.147) (0.035) (0.011) (0.435) (0.027) (0.022) (0.278) 
 

Finally, the time delay of the maximum cross-correlation CCr max between the sagittal 
joint angles  and the corresponding joint angular accelerations  presented a systematic 
behavior at long, short and no CM as presented on Table 1 and statistical significative 
differences (p<0.05) at Table 2, with longer (, ) at the hip in relation to the knee, both 
higher than the ankle on CMJ, DJ and SJ, pointing to longer time delay for the hip joint 
acceleration to reflect at corresponding hip joint angle than the knee and the ankle, 
regardless the CM condition. 
 

4 Conclusions and Future work 
 
Selected metric of time-delay from normalized maximum cross-correlation conduced to detection 
of shared and specific features at lower limb intra-joint coordination on each CM condition, 
namely at the effect of the time integration of each joint sagittal angular acceleration on the 
corresponding joint angular velocity and the time integration of the sagittal joint angular velocity 
on the corresponding sagittal joint angular displacement. Additionally, time delay of maximum 
cross-correlation presents as an adequate approach for coordination assessment of high-
dimensional and strongly correlated kinematic bio-signal with temporal lag based on entire time 
series, while avoiding single point subjective analysis. 
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1⋆nikop1@upv.es

Abstract: We consider a SIRS model for the dynamics of the RSV infection. Using
positivity- and mass-preservivg integrators and derivative-free optimization methods, we
demonstrate a robust procedure to fit the model to the infant hospitalization data to pre-
dict the load of the healthcare system.

keywords: dynamic transmission model; compartmental model; respiratory syncytial virus
infection; positivity-preserving integrators; derivative-free optimization

MSC2020: 49J52; 92D30.

1 Introduction

The respiratory syncytial virus (RSV) is a highly contagious RNA virus that infects nearly all
children by age two, causing a spectrum of symptoms from mild colds to severe respiratory issues,
with a significant impact on pediatric hospitalizations. RSV is a common cause of bronchiolitis
in young children and can lead to pneumonia, respiratory failure, and even death [10, 24] The
RSV can potential long-term neurological consequences [18].

Recent advances in RSV vaccine development have been significant, with the approval of the
world’s first RSV vaccines for adults. Additionally, a candidate maternal RSV vaccine has
been evaluated, demonstrating efficacy in protecting infants [3, 25, 27, 19, 11, 23, 6, 17, 12].
Nonetheless, there is still no widely available vaccine for infants, making prevention through
hygiene practices and isolation crucial [7, 21, 4].

Various [15] mathematical models have been employed for epidemiological modeling of RSV
that highlight the importance of such models in decision-making for prevention and vaccination
programs. To estimate disease burden and assess the impact of vaccination in different age
groups, deterministic compartmental transmission models and machine learning models were
used [26, 22, 28, 22, 13, 8, 20, 14]. Other models were used extract parameter values by fitting
the model to in vivo data [2, 9].

2 Results and discussion

We consider the group of children under 1 year old, who are predominantly affected by the RSV,
and use weekly data on hospitalizations of children [1] to estimate the fraction s of infected
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children that would be hospitalized. We build our model under the following assumption and
simplifications: population does not change significantly in one respiratory virus season (for
several reasons: mortality is negligible, birth data updated annually); there is no difference
between primary and secondary infections; there are no maternal antibodies.

Ṡ(t) = −β(t)
SI

N
+ γR,

İ(t) = β(t)
SI

N
− νI

Ṙ(t) = νI − γR,

where S(t), I(t), R(t) are the proportion of susceptible, infected, and recovered, correspondingly;
β(t) = b0 (1 + b1 cos(φ+ 2πtb2)) time-dependent disease transmission parameter, reflecting the
seasonality of RSV; 1/γ is the average immunity duration; 1/ν is the average recovery time.
Particle swarm optimization is used to fit the parameters to the data.

Under the assumptions made, S(t) + I(t) + R(t) = 1, and each variable is non-negative at any
given moment. This fact calls for the utilization of integrators that preserve mass and positivity
(which belong to the wide family of geometric methods) [5], effectively preventing the occurrence
of non-physical numerical solutions when the system exhibits stiff or highly oscillatory behavior.
As a result, this approach helps in reducing computational time during model fitting. A similar
strategy has been implemented in other (stochastic) SIVS epidemic models, addressing challenges
related to negative outcomes in epidemic modeling [16].

To fit the model for the hospitalization count, we solve the ODE system with various sets of
its parameters and the factor s to find one that minimizes the fitting error. Commencing on
the 1st of September, a low number of children are expected to be infected and recovered, as
approximately five to six months have elapsed since the conclusion of the RSV season in March.
The majority of the population is anticipated to be susceptible.

3 Conclusions and Future work

We have applied geometric integrators to ensure a robust fitting procedure of compartmental
epidemiological model to the data to predict the load of the health system.

It would be possible to generalize the model through introducing uncertainty (either by con-
verting to random ODE or to a stochastic ODE). Additionally, the population change should be
taken into account (flow and seasonal changes). Obviously, this will require numerical integra-
tion schemes that preserve only the positivity of the solution. Moreover, it would be favorable
to get an insight into the modeling and the prediction of the infection peaks that may overload
the healthcare system. Furthermore, given the recent development of the vaccines, we aim at
investigating how vaccination campaigns may lower the number of hospitalization.
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Abstract: Cooperative game theory is a specialized field within game theory that explores
how individuals can collaborate to achieve mutually beneficial outcomes. Over time, re-
searchers have expanded this concept to encompass higher dimensions, offering new per-
spectives. In 2000, J. M. Bilbao et al. [1] introduced the notion of bi-cooperative games,
which represents a broader extension of traditional cooperative games. Unlike the conven-
tional approach of utilizing functions defined from 2N to R, bi-cooperative games introduce
a distinctive viewpoint by employing functions defined from 3N to R. This departure en-
ables a more nuanced analysis, considering ordered pairs (S, T ) of disjoint coalitions, where
members of S ⊂ N contribute positively, members of T ⊂ N contribute negatively, and the
remaining players do not participate. In 2024, M. Slime et al. [2] further expanded cooper-
ative games, focusing on scenarios where players choose actions from the cartesian product
of two sets. They extended the scope of cooperative games by utilizing functions defined
from 2N to R, to a bi-dimensional cooperative game framework with functions defined from
2N×N

′
to R. Building upon these developments, our paper contributes to the advancement

of bi-cooperative games by extending their application to the cartesian product N × N ′.
This extension introduces a new layer of complexity, capturing interactions not only within
a single set N , but also between two sets N and N ′. The functions are now defined from
3N×N

′
to R, reflecting the expanded range of possibilities and scenarios.

keywords: game theory; cooperative games; bi-cooperative games; bi-submodular games;
bi-supermodular games.
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Abstract: Approximately 25% of pediatric cancer cases are acute lymphoblastic leukemia (ALL), 
making it the most common kind of childhood cancer. In order to differentiate abnormal leukemic blasts 
from normal cells, this work aims to develop a machine-learning model for classifying normal and 
abnormal (leukaemia) cells in microscopic images. An experienced oncologist has annotated the ground 
truth labels on 15,135 segmented cell images from 118 patients in the collection. 
Although staining noise and illumination problems were mostly fixed during acquisition, the images 
nonetheless indicate real-world samples. The classification task is a substantial problem because 
immature leukemic blasts and normal cells share certain physical similarities. To help with ALL 
diagnoses and treatments, the suggested model seeks to distinguish between these two classifications 
with accuracy. We used a suitable machine learning algorithm (Convolutional Neural Network CNN) 
to train the dataset. The efficacy of the model in classification is evaluated using performance evaluation 
metrics, including accuracy, precision, recall, and F1-score. By developing automated diagnostic 
methods for childhood leukemia, this research could enhance the precision and effectiveness of 
diagnosis and treatment planning. Lastly, this model's effective use could completely transform the area 
of pediatric cancer by providing specialists with a strong tool to improve patient outcomes and care. 

                                                                                     

keywords: Pediatric cancer, acute lymphoblastic leukemia (ALL), machine learning, convolutional 
neural network (CNN), image classification, automated diagnosis, childhood cancer. 
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Abstract: This study investigates the application of chaos theory and Recurrence Quan-
tification Analysis (RQA) to EEG signals in skilled and dyslexic readers. By quantifying
the nonlinear dynamics of brain activity, we aim to identify di↵erences in the complexity
and predictability of neural oscillations associated with language processing. Our results
demonstrate that the recurrence plot of individuals with dyslexia exhibits higher recurrence
rate, determinism, and entropy compared to control subjects. These findings suggest that
brain activity around T7 (AUC 0.726), crucial for phonological processing in the dorsal
route of language processing, is more repetitive, predictable, and less flexible in dyslexia.
The observed patterns align with the Hickok and Poeppel’s dual-route model of language
processing and support the hypothesis that dyslexia involves disruptions in the neural mech-
anisms underlying phonological processing and auditory-motor integration.

keywords: Dyslexia; Machine Learning; Recurrence Quantification Analysis; Chaos Theory.
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1 Introduction

Chaos theory has emerged as a powerful framework for understanding complex systems, includ-
ing the intricate processes of the human brain. By applying the principles of nonlinear dynamics
to electroencephalography (EEG) signals, researchers have gained valuable insights into the un-
derlying neural processes that govern cognitive functions [1]. In the realm of language processing
and reading disorders, chaos theory has proven particularly useful in unraveling the complexities
of dyslexia, a neurodevelopmental disorder characterized by di�culties in accurate and fluent
word recognition, poor spelling, and decoding abilities. By utilizing Recurrence Quantification
Analysis (RQA) to quantify the nonlinear dynamics of brain activity, researchers have identified
key di↵erences in the complexity and predictability of neural oscillations between skilled and
dyslexic readers. This approach aligns with findings by Giraud, Poeppel and Goswami, who
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identified synchronization deficits between sensory inputs and primary auditory areas, suggest-
ing a broader impact on network connectivity and dynamics crucial for language processing.
These insights, underscore the potential of RQA not only to detect these deficits but also to
deepen our understanding of their implications for the neural mechanisms underlying dyslexia,
thus highlighting the interplay between micro-level neuronal behavior and macro-level cognitive
functions in reading impairments.

2 Results and discussion

2.1 Data acquisition and preprocessing

The University of Málaga’s Leeduca Study Group conducted a study with 97 participants,
including 67 skilled readers and 30 dyslexic readers, aged 88-100 months. They were exposed
to a 4.8 Hz modulated auditory stimulus for 5 minutes to investigate synchronicity patterns.
EEG signals were recorded using a Brainvision actiCHamp Plus with 32 active electrodes at 500
Hz. All participants were right-handed native Spanish speakers without hearing impairment
and with normal or corrected-to-normal vision.

EEG signals were preprocessed using ICA and segment elimination to remove artifacts. Channels
were referenced to Cz and filtered using a band-pass FIR filter to extract Theta frequency
information, avoiding phase distortion. A two-way zero-phase lag band-pass FIR Least-Squares
filter was employed, along with low-pass filtering (80 Hz threshold) and a 50 Hz notch filter.

2.2 Phase Space Reconstruction and Recurrence Quantification Analysis (RQA)

Figure 1: Phase Space recon-
struction of EEG signal

The phase states of the di↵erent channels will be recon-
structed using the Takens’ theorem, after preprocessing and
filtering the signals to the theta frequency band (4-8 Hz),
coherent with the stimulus. Takens’ theorem states that it
is possible to reconstruct the phase space of a dynamical
system from a single time series by creating a set of de-
layed copies of the original time series, forming a new higher-
dimensional space (e.g., Figure 1). This reconstructed phase
space preserves the essential dynamics of the original system,
allowing for the analysis of its properties [3].

Once the phase space reconstructions have been performed,
a Recurrence Quantification Analysis (RQA) will be con-
ducted using Recurrence Plots (RP). RQA is a nonlinear
data analysis method that quantifies the recurrence behavior
of dynamical systems, providing insights into their complexity and predictability. Recurrence
Plots are two-dimensional graphical representations of the recurrence matrix, which captures
the times at which the system’s trajectory returns to a previous state. From these RPs, several
characteristics will be extracted to characterize the system’s behavior:

• Recurrence Rate (RR): The percentage of recurrence points in the RP.
• Determinism (DET): The percentage of recurrence points forming diagonal lines.
• Divergence (DIV): The system’s divergence or chaoticity.
• Laminarity (LAM): The percentage of recurrence points forming vertical lines, indicating
the presence of laminar states or intermittency.

• Trapping Time (TT): The average time the system remains in a laminar state.
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Figure 2: Recurrence Plot T7 electrode. Left, patient with dyslexia. Right, control group

• Average Diagonal Line Length (L), Longest Diagonal Line (Lmax), Longest Vertical Line
(Vmax), Longest White Vertical Line (WVLmax) and Average White Vertical Line Length
(WVLM): The lengths of the lines in the RP, represent the time the system stays in a
laminar / non-laminar state.

• Entropy of Diagonal Lines (ENTR), Entropy of Vertical Lines (VENTR) and Entropy of
White Vertical Lines (WVENTR): The entropy of the lines length distribution, represent-
ing the average time the system remains in a non-laminar state.

These RQA measures will provide a characterization of the system’s dynamics, enabling the
identification of di↵erences between skilled and dyslexic readers in their EEG signal complexity
and predictability. In the context of RQA applied to EEG from the T7 electrode (Figure
2), it is coherent that the recurrence plot (RP) of an individual with dyslexia shows a higher
recurrence rate (RR), determinism (DET), entropy of diagonal lines (ENT), entropy of vertical
lines (ENTR vert), and entropy of white lines (ENTR white) compared to a control subject.
These results suggest that brain activity in the area around T7, relevant for language processing,
is more repetitive, predictable, and less flexible in dyslexia, but at the same time presents
greater variability in the duration of recurrent states, laminar states, and in the transition times
between states. This combination of increased recurrence and variability could reflect a less
e�cient, stable, and adaptable brain dynamics for language processing in dyslexia. Visually,
these patterns would manifest in the RP of an individual with dyslexia as a generally darker
tone, with more ”squares” or recurrence blocks of variable sizes, and greater variability in the
space between these blocks, compared to the RP of a control subject.

2.3 Machine Learning classification

The feature selection method employed in this study is the MRMR (Minimum Redundancy
Maximum Relevance) algorithm, which combines the SULOV (Searching for Uncorrelated List
of Variables) method and Recursive XGBoost. This approach ensures low redundancy and high
relevance in the selected features. The results from the Gradient Boosting classifier indicate a
maximum performance at electrode T7 with an AUC of 0.726 (Figure 4), alongside commendable
performances above 0.7 at electrodes C3 and CP1 (Figure 3). Interpreting these findings within
the framework of Hickok and Poeppel’s dual-route model of language processing [2], particularly
the dorsal route, o↵ers insightful implications. The electrode T7, positioned over the superior
temporal area of the left hemisphere, is integral to phonological processing and speech produc-
tion, (dorsal route), and our result aligns with the hypothesis that dyslexia involves disruptions
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Figure 3: AUC distribution in topoplot Figure 4: . ROC curve electrode T7

in the neural mechanisms underlying phonological processing and the integration of sensory
speech inputs with motor outputs. Furthermore, the noteworthy performances at C3 and CP1,
which are associated with motor functions and somatosensory feedback in the left hemisphere,
respectively, support the notion of atypical lateralization in dyslexics. These electrodes’ involve-
ment underscores the potential deficiencies in integrating auditory-motor mappings.

3 Conclusions and Future work

This study demonstrates the potential of RQA in uncovering distinct EEG patterns associated
with dyslexia, consistent with the dual-route framework. Further research involving diverse
stimuli scenarios, combined with feature importance ranking, will deepen our understanding of
the neural dynamics underlying dyslexia and contribute to developing targeted interventions.
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Abstract: Obesity lies at the very baseline of comorbidities challenging surgery outcomes
and patient recovery times. This paper introduces a theoretical framework for modelling
drug diffusion in fat tissues, addressing a significant gap in conventional pharmacokinetic
models for non-lean patients in long-term anesthesia. The research uses the trust region
algorithm to approximate the risk of drug trapping in fat cells, correlating the Body Mass
Index (BMI) with the ratio of porosity to permeability in fat tissues. Through performance
analysis and iterative modeling, an optimal approximation is identified, offering significant
insights into drug behavior for different BMI type. This novel methodology promises to
enhance drug dosing strategies in long-term general anesthesia for obese patients, moving
towards more personalized and effective closed-loop control.
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1 Introduction

Obesity significantly increases the risk of various health complications [1] and poses challenges for
surgical outcomes and patient recovery time. This is particularly evident in long-term general
anesthesia procedures, which are essential in specific critical situations to stabilize patients
following traumatic events [2]. In addition, there is a parallel increase in the number of obese
patients admitted to intensive care units, corresponding to the global rise in obesity rates [3].
In such extreme situations, the standard compartmental models, which are used to characterize
the time constants of drug distribution within the body, are no longer valid and need to take
into consideration drug diffusion patterns.

Fat cells, or adipocytes, have a semi-permeable cell membrane that selectively controls the pas-
sage of molecules. This permeability is crucial for the dynamic processes of molecular diffusion.
Adipose tissue’s cells encompass various types of fat cells whose properties depend on their type
or the period of time it has been formed. Similarly to geological materials such as clay, sand,
gravel, and stones, there is a degree of porosity and degree of permeability of water through
these kinds of substrates. The stages of fat tissue and their properties can vary depending on
body mass index (BMI). In individuals with a lower BMI, brown fat, known for its thermogenic
properties, is potentially more prevalent whereas white adipose tissues are less present. In this
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case, the balance of interstitial liquid and inner permeability are nominal and can facilitate the
molecular binding in-out of the cell, thereby abiding to a normal diffusion pattern as best de-
scribed by Fick’s laws of diffusion. Most of our fat is white fat and serves as an energy storage
depot. Higher BMI individuals tend to accumulate more white fat. In such cases, molecular
diffusion exhibits anomalous behavior at the meso- and micro-scales within the complex lattice
matrices that make up the structure of fat tissue, impacting their properties [4].

As adipose tissue accumulates and transforms into white fat cells, it aggregates and sticks to-
gether, growing in number and size [5]. This leads to significant changes in the dynamics of drug
diffusion within the tissue. The increased volume and porosity resulting from fat deposition al-
low for a greater capacity to transfer drug molecules, but simultaneously, the time constant
for uptake/release may slow down. With continued fat accumulation, the fat cells develop an
inflammatory response, leading to fibrosis of the cells and further impaired diffusion [6]. This
inflammatory environment not only hinders the diffusion of drugs and reduces angiogenesis in
tissue reconstruction but also contributes to the entrapment of interstitial liquid [7]. In extreme
cases, the porosity pattern becomes mixed whereas the permeability is much impaired, resem-
bling geological composite layers where gravel is mixed with sand and fine sediment, thereby
obstructing water flow. These complex changes in the properties of fat tissue reflect the intricate
challenges in drug delivery within the context of obesity.

Modelling the real-world problems is a challenge in contemporary scientific research [8]. Given
the previous definitions, this work aims to model the relationship between the BMI, porosity
of fat tissue, and permeability of drug molecules in order to model the risk of drug trapping
in the adipose for patients undergoing long-term general anesthesia. Using the Trust-Region
algorithm in Matlab, nonlinear approximations are introduced and then compared using perfor-
mance measures. These results are also contrasted with a linear approximation obtained through
the linear least square method. The resulting model would be the next step to enhance the phar-
macokinetic model. Creating a framework towards specialized medicine and implementing the
fractional order impedance models [9].

2 Results and discussion

The results are shown in Figure 2, Table 1, and Table 2 where 70% of data is taken for identi-
fication and 30% for validation. The trust region algorithm used in sine-based approximations
significantly outperforms the linear least squares method used in the 4th-order polynomial re-
gression. Trust region is effective because it iteratively improves the fit by considering both the
direction and the step size that should be taken in the parameter space, thus providing a more
nuanced approach to minimizing errors compared to the linear least squares method which may
be more rigid and less adaptive to the complex nature of the data. In addition, increasing the
number of sine terms in the models results in significant improvements across all performance
measures. This suggests that more sine terms can capture the variability and complexity of the
dataset more effectively, leading to a more accurate and reliable fit. However, while the 6-sine
model performs best on these metrics, it may be prone to overfitting.

Table 1: Performance measures of the approximations for goodness of identification (70% of
data), goodness of validation (30% of data) and global fit (100% of data)

Goodness of Identification Goodness of validation Global Fit

Approximation SSE R-square RMSE SSE RMSE NRMSE Fit

3 sine 0.8468 0.9356 0.2552 0.4823 0.1736 0.0600 94.0005

4 sine 0.3499 0.9734 0.1871 1.0360 0.2545 0.0613 93.8737

6 sine 0.0070 0.9995 0.0418 0.0357 0.0472 0.0108 98.9246

4th order regression 3.9939 0.6965 0.4847 1.7784 0.3334 0.1502 84.9756
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Figure 1: Relation between porosity of fat tissue and permeability of drug molecules to body
mass index (Left). Relation between porosity of fat tissue and permeability of drug molecules.
Arrows indicate the evolution of BMI from normal to morbidly obese (Middle), Relation between
relative ratio of porosity to permeability against BMI from normal to morbidly obese (Left)
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Figure 2: Comparison between different degrees of nonlinear approximation (Top Figures and
Bottom Left Figure) and a linear approximation (Bottom Right) for the trap risk model. x-axes
are the BMI, y-Axes are the Fat Trap risk

Table 2: Approximation Results
Type of approximation Results

3 sine Risk = 27.4472 · sin(0.0033 ·BMI − 0.0570) + 0.8002 · sin(0.5390 ·BMI − 4.2180)
+0.4815 · sin(0.7595 ·BMI − 6.2212)

4 sine Risk = 22.0610 · sin(0.0041 ·BMI − 0.0708) + 0.7952 · sin(0.5379 ·BMI − 3.9841)
+0.6032 · sin(0.7129 ·BMI − 4.8350) + 0.2605 · sin(1.3344 ·BMI + 5.5266)

6 sine Risk = 1.5323 · sin(0.1068 ·BMI − 1.8903) + 0.7569 · sin(0.3100 ·BMI + 2.4903)
+0.8676 · sin(0.6957 ·BMI − 2.9134) + 0.1462 · sin(1.4868 ·BMI − 0.5250)
+0.6010 · sin(0.8387 ·BMI + 2.8708) + 0.2260 · sin(1.3274 ·BMI − 6.1737)

4th order regression Risk = −0.000436 ·BMI4 + 0.0489 ·BMI3 − 2.012 ·BMI2 + 36.01 ·BMI − 236
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3 Conclusions and Future work

This paper introduces a novel approach for approximating the risk of drug trapping in fat
molecules, a significant factor in general anesthesia. The findings indicate that the risk of
drug trapping increases in patients with a higher BMI index. Future work can investigate
the integration of fractional order calculus in a pharmacokinetic model with an augmented
compartment representing the risk of drug trapping. Creating a parallel between the fractional-
order impedance model of a real fat sample and the approximation made from theory.

Acknowledgments

This work was funded in part by the European Research Council (ERC) Consolidator Grant
AMICAS, grant agreement No. 101043225. Funded by the European Union. Views and opin-
ions expressed are however those of the author(s) only and do not necessarily reflect those of the
European Union or the European Research Council Executive Agency. Neither the European
Union nor the granting authority can be held responsible for them.
D. Copot acknowledges the support of Flanders Research Foundation, Postdoc grant 12X6819N.

References

[1] M. Ri, S. Aikou and Y. Seto, Obesity as a surgical risk factor, Annals of gastroenterological
surgery 2(1) (2018), 13–21.

[2] J. Hahn and O. T. Inan, Physiological closed-loop control in critical care: opportunities for
innovations, Progress in Biomedical Engineering, 4(3) (2022), 033001.

[3] J. L. Pepin, J. F. Timsit, R. Tamisier, J. C. Borel, P. Levy and S. Jaber, Prevention and care
of respiratory failure in obese patients, Lancet Respiratory Medicine, 4(5) (2016), 407-418.

[4] M. Palombo, A. Barbetta, C. Cametti, G. Favero and S. Capuani, Transient anomalous
diffusion MRI measurement discriminates porous polymeric matrices characterized by dif-
ferent sub-microstructures and fractal dimension, 8(2) (2022).

[5] M.K. DeBari and R. D. Abbott, Adipose tissue fibrosis: mechanisms, models and impor-
tance, LInt J Mol Sci, 21(17) (2020), 6030.

[6] X. Huang, W. Zhou and D. Deng, Effective diffusion in fibrous porous media: a comparison
study between lattice Boltzmann and pore network modelling methods, Materials (Basel),
14(4)(2021), 756.

[7] A. Samourides, L. Browning, V. Hearnden and B. Chen, The effect of porous structure on
the cell proliferation, tissue ingrowth and angiogenic properties of poly(glycerol sebacate
urethane) scaffolds, Mat Sci and Eng:C, 108 (2020), 110384.

[8] C. Pinto, Nonlinear Dynamics and Complexity - Mathematical Modelling of Real-World
Problems, (2022).

[9] D. Copot and C.M. Ionescu, Tailored pharmacokinetic model to predict drug trapping in
long-term anesthesia, Journal of Advanced Research, 32 (2021), 27–36.

4 116

babo
Retângulo



International Conference onMathematicalAnalysis andApplications in Science andEngineering

ICMA2SC’24

ISEP Porto-Portugal, June 20 - 22, 2024

Generation of Virtual Children for testing a
Recommendation System for Interventions with

Children with Dyslexia

J. Ignacio Mateo-Trujillo
1?
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Abstract: The LEEDUCA project has developed a recommendation system to generate
intervention sessions tailored to children with dyslexia. Due to the limitations in obtaining
real data for preliminary testing, the generation of in silico data, referred to as ”virtual
children,” has been implemented. This approach allows for the simulation of a wide range
of profiles and response patterns, enabling comprehensive testing of the system before its
implementation with real users. The behavior of virtual readers is modeled using logistic
curves, which reflect the natural evolution of users in a system that suggests words ordered
by di�culty over time. By introducing variations to the model based on the coe�cients that
define the logistic curve, response sequences with di↵erent di�culty levels and learning rates
can be simulated. To evaluate the stability of the system, multiple variations are generated
from a given virtual child, creating a shadow of possible sequences. The generation of virtual
children using logistic curves and the controlled introduction of variations in their responses
provide a robust framework for testing the recommendation system, ensuring its reliability
and adaptability to the individual needs of children with dyslexia.
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1 Introduction

Within the framework of the LEEDUCA project (https://leeduca.es/), a Recommendation Sys-
tem has been developed to generate intervention sessions tailored to children with dyslexia.
During these sessions, batches of 100 consecutive words and pseudo-words generated according
to phonological rules from an AI generator module are serially suggested, with an intrinsic dif-
ficulty assigned by a machine learning system and validated by a team of psychologists. The
main objective is to adapt the di�culty of the recommended words to the child’s performance
throughout multiple interventions. Before implementing the system with real users, compre-
hensive testing is crucial to ensure its e↵ectiveness and reliability. However, given that the
recommendation system is intended for children, there are limitations in the availability of real
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data for preliminary testing. For this reason, the generation of in silico data, referred to as
”virtual children,” has been chosen to simulate a wide range of profiles and response patterns
[3]. In addition to overcoming data scarcity, the purpose of multiple system testing is to evalu-
ate the error in recommendations and the stability of the system under di↵erent levels of input
variability.

2 Results and discussion

2.1 Generation of the model from empirical data

Using data collected from similar intervention projects and validated by the team of psycholo-
gists, the behavior of diverse profiles of virtual children has been modeled using logistic curves.
These curves reflect the natural evolution of users in a system of suggestions ordered by di�culty
over time. The logistic function, also known as the S-shaped curve, is a mathematical tool widely
used in various fields, such as population growth, disease propagation, and di↵usion in social
networks. This function constitutes a refinement of the exponential model and allows for a more
realistic description of the growth of a magnitude, taking into account limiting factors [2]. In
general, it is observed that the user tends to answer correctly at a rapid pace until reaching their
di�culty limit, at which point they stagnate during that intervention. This behavior is captured
by the logistic curve, which exhibits a rapid initial growth followed by a gradual leveling o↵as
the user approaches their maximum performance level. Readers at risk of dyslexia show poorer
performance from the beginning of literacy (assumed to be the first stage); and persistently
show di�culties in learning and generalising conversion rules and automating them, resulting in
slow progress, with numerous setbacks, and finally not reaching the same levels as their peers
(gap). These profiles can be simulated by manipulating the parameters of the logistic curve.
The versatility of the logistic curve lies in its ability to generate models by adjusting di↵erent
parameters, such as the initial di�culty, the final di�culty the virtual children reach, the time
they remain in the initial and final phases, and the learning speed, represented by the slope of
the curve. By manipulating these parameters, it is possible to create profiles of virtual children
with diverse characteristics and learning rhythms, simulating a wide range of potential users
and their responses to the intervention system.

2.2 Variations to the model

Once the fit of the logistic curve to the empirical data has been verified, it is possible to introduce
variations to the model based on the coe�cients that define the curve. In this way, response
sequences that reach higher di�culty or present a faster learning rate can be simulated without
the need for specific empirical data for those scenarios. The logistic model is defined by equation
1.

f(x) =
L

1 + e
� k

x�x0

(1)

Where: L: Max di�cult achieved.x0 = n1+n2
2 : Midpoint of the curve. n = 100: Total number

of words. n1: Start of the rise. n2: Stabilization point. k: Rate of change. By adjusting these
parameters, sequences of in silico simulated data can be generated that follow a specific curve
(Figure 1). This flexibility allows for the exploration of a wide range of possible user behaviors
and the evaluation of the system’s performance under di↵erent conditions.
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Figure 1: Construction of a virtual child.

Figure 2: Derived virtual children.

2.3 Derived children

To evaluate the stability of the system, multiple variations are generated from a given virtual
child, which deviate from the basic data sequence until reaching a specific dispersion, generating
a shadow of sequences whose median is the basic sequence and share the same logistic model
(Figure 2). The process of creating variations involves applying a percentage of variance to
the base virtual child, resulting in derived virtual children that exhibit random variations in
their interactions with the system while maintaining the same overall learning trajectory. The
dispersion of the di�culties recommended by the system can be observed, and it can be evaluated
whether the output dispersions are contained and proportional to the input dispersions.

This evaluation is performed by analyzing the relationship between the variance introduced in
the inputs (the responses of the virtual children, Figure 3) and the variance observed in the
outputs (the di�culty levels proposed by the system, Figure 4). If, for a given level of input
variance, the output variance does not exhibit erratic behavior or exceeds a reasonable range,
it can be concluded that the system is stable and robust. A stable system should be capable
of adapting to individual variations among users without compromising its ability to provide
coherent and personalized recommendations [1]. The creation of virtual children using logistic
curves and the generation of random variations from base profiles constitute fundamental tools
to overcome the challenges of cold start and data scarcity in the development of an intervention
system for children with reading di�culties. These techniques allow for the simulation of a wide
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Figure 3: Behaviour of virtual children. Figure 4: Scores achieved by virtual children.

range of potential users, the evaluation of system robustness, and the assurance of its reliability.

3 Conclusions and Future work

The generation of virtual children through logistic curves and the controlled introduction of vari-
ations in their responses enable comprehensive testing of the recommendation system developed
in the LEEDUCA project. This approach not only addresses the limitations arising from the
scarcity of real data but also enables the evaluation of stability and error in recommendations
under di↵erent levels of input variability. Collaboration with a team of psychologists to obtain
realistic profiles and the ability to adjust the parameters of the logistic curves provide great
flexibility to the testing process, allowing for the coverage of di↵erent scenarios and ensuring
that the system is prepared to adapt to the individual needs of each child with dyslexia.
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Abstract: Machine learning (ML) techniques are increasingly being used in di↵erent ar-
eas, providing new ways to analyze complex data. In the field of healthcare, ML can o↵er
promising possibilities to improve diagnostic accuracy and treatment e↵ectiveness, thereby
enhancing outcomes for patients. This study explores the integration of ML methodolo-
gies with mathematical methods like Topological Data Analysis (TDA), using clinical data
obtained through flow cytometry to di↵erentiate between relapse and non-relapse cases in
Acute Lymphoblastic Leukemia (ALL). The data analysis involves 188 patients, with ap-
proximately 20% of them experiencing relapses. For classification, Random Forests (RF)
were used, and imbalances in the number of patients were addressed through cross-validation
and oversampling techniques.

keywords: Acute lymphoblastic leukemia (ALL); Topology; Machine Learning.

MSC2020: 92-B05; 55-U99.

1 Introduction

In the field of healthcare, machine learning (ML) holds considerable potential for improving key
aspects such as diagnostic accuracy, therapeutic e�cacy, and patient outcomes. This potential
is particularly relevant in the context of malignant hematologic diseases, among which acute
lymphoblastic leukemia (ALL) stands out as the most common childhood cancer. It is estimated
that around 20% of children diagnosed with ALL experience relapses, which are much more
dangerous than the initial disease.

In this scenario, our goal is to predict relapse at the time of diagnosis, which would allow us
to adjust treatment more precisely and adopt preventive measures to avoid it. To achieve this
purpose, we employ ML techniques that analyze clinical data and specific biomarkers, leveraging
the capacity of these tools to identify complex patterns in large datasets. By foreseeing the
likelihood of relapse from the onset of treatment, we can personalize the medical care of each
patient, thereby improving both their prognosis and quality of life.
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2 Results and discussion

This study was based on a comprehensive analysis of a dataset that included information from
188 patients, of which approximately 20 % experienced relapses in ALL. By employing advanced
machine learning techniques, specifically using classifiers such as Random Forests (RF), we
were able to distinguish between relapse and non-relapse cases in ALL at the moment of early
diagnosis. This approach allowed us to identify specific biomarkers that contributed to improving
the accuracy of our predictions.

To address discrepancies in the sample size among patient groups, we implemented sophisticated
strategies such as oversampling. This tactic enabled us to balance the representation of minority
classes, ensuring that our classification model was not biased toward the majority class and
therefore generated more reliable and accurate predictions.

Additionally, to prevent overfitting of the model caused by oversampling, we applied cross-
validation techniques. This approach allowed us to assess the generalization capability of the
model by dividing the data into multiple subsets for iterative training and testing, ensuring that
our model was robust and capable of making accurate predictions on unseen data.

These combined e↵orts resulted in the creation of a classification model with good metrics,
representing an important step towards improving the clinical management and personalized
treatment of this disease.

3 Conclusions and Future work

In summary, this study highlights the potential of ML in analyzing data related to ALL and
other malignant hematological diseases. The ability to di↵erentiate between relapse and non-
relapse cases using specific biomarkers underscores the utility of ML in understanding disease
progression and developing personalized treatments.

The findings of this study suggest that ML can play a crucial role in improving the clinical
management and prognosis of ALL. By predicting the likelihood of relapse from the outset of
treatment, it becomes possible to tailor medical care for each patient, thereby enhancing both
their prognosis and quality of life.

Furthermore, by addressing discrepancies in sample sizes among patient groups through ad-
vanced techniques such as oversampling and cross-validation, we have been able to create a
robust and accurate classification model.

In conclusion, these findings suggest that ML has the potential to transform the management
and prognosis of hematological diseases, ultimately leading to better outcomes for patients in
the future.
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Abstract: Two aspects of a widely used 1D model of blood flow in a single blood vessel are
studied by symmetry analysis, where the variables in the model are the blood pressure and
the cross-section area of the blood vessel. As one main result, all travelling wave solutions
are found by explicit quadrature of the model. Solutions of interest include shock waves and
sharp wave-front pulses for the pressure and the blood flow. Another main result is that
three new conservation laws describing generalized momentum and generalized axial and
volumetric energies are derived for inviscid flows. For viscous flows, these conservation laws
get replaced by conservation balance equations which contain a dissipative term proportional
to the friction coe�cient in the model.
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1 Introduction

One-dimensional (1D) models of blood flow in human blood vessels have been widely used in
clinical applications and are e↵ective for understanding averaged features of blood flow locally,
such as velocity, volume flux, and pressure. For non-branching blood vessels, a common 1D
model is described as a cylindrical tube whose radius varies as a function of time t and axial
distance x, in which the blood is an incompressible fluid governed by the Navier-Stokes equations
averaged over cross-sections of the tube. A derivation and discussion of biological and physical
features can be found in Ref. [1, 2, 3].

The variables in this model consist of the cross-section area A, the volume flux Q of blood flow,
the mean pressure P , and the mean blood velocity ū = Q/A, while the blood density is taken to
be constant. A and Q satisfy a system of two coupled partial di↵erential equations (PDEs) [4]

At + Qx = 0, Qt + ↵(Q2
/A)x + ⇢

�1
0 APx + kQ/A = 0 (1)

where ↵ � 1 is a momentum correction coe�cient (determined by the axial velocity profile),
k � 0 is the friction coe�cient (proportional to the viscosity). Here ⇢0 > 0 is the blood density,
which is constant.
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The system (1) is closed by specifying a relation for the pressure in terms of the cross-section
area (called a “tube law”) [5]. A simple widely-used relation is that the pressure change across
the vessel wall

P � Pext. = �f(A/A0) (2)

is proportional to the change in radius of the vessel, f =
p

A/A0�1, where � > 0 is a constant,
and Pext. is the external pressure caused by the tissue surrounding the blood vessel, which will
be assumed to be constant. In absence of external pressure, the area is constant A = A0.
Substitution of the pressure-area relation (2) into the PDEs (1) yields the closed system

At + Qx = 0, Qt + ↵(Q2
/A)x + �0(A/A0)f 0(A/A0)Ax + kQ/A = 0 (3)

where �0 = �/⇢0 > 0. In terms of Q and A, the mean blood flow velocity is ū = Q/A.

2 Conservation laws

Firstly, the PDE (3) for A itself is a continuity equation. Integration of A over any portion
x1  x  x2 of a blood vessel gives the total volume of blood in that portion:

V =
Z x2

x1

A dx. (4)

This quantity satisfies the conservation law

d
dtV = �Q

��x2

x1
(5)

stating that the rate of change in blood volume is balanced by the net change in blood flow
through the end points x = x1 and x = x2. It holds for both inviscid and viscous flows.

In the inviscid case, k = 0, the PDE for Q is a continuity equation. It gives the net (mean)
blood flux

Q̄ = 1
L

Z x2

x1

Q dx, L = x2 � x1 (6)

which satisfies the conservation law

d
dtQ̄ = � 1

L

�
↵Q

2
/A + �0

�
Af(A/A0)� F (A)

����x2

x1
= � 2

L⇢
�1
0 P̄A

��x2

x1
(7)

with F (A) =
R A
A0

f(A/A0) dA, where P̄ = 1
2↵⇢0ū

2 + 1
2

�
P (A)� �A

�1
F (A)� Pext.

�
is the analog

of mechanical pressure in fluid dynamics. Thus, the rate of change in the net blood flux is
proportional to the di↵erence in the mechanical force P̄A on the cross-sections at each end.

There are two conserved energies

E
± =

Z x2

x1

�
1
2⇢0Q

2
/A

r± + �J(A; r±)
�
dx (8)

which satisfy the conservation laws

d
dtE

± = �
�4↵�r±

6 ⇢0Q
3
/A

r±+1 + �QH(A; r±)
���x2

x1
. (9)

Here J(A; r) = AH(A; r) + (r � 2)
R A
A0

H(A; r) dA and H(A; r) =
R A
A0

A
�r

f(A/A0) dA, with

r
2� (4↵� 1)r + 2↵ = 0. The roots r± = 2↵� 1

2 ± 2
q

↵(↵� 1) + 1
16 are real and satisfy r+ � 2,

1 � r� >
1
2 since ↵ � 1. When ↵ = 1, the energy integrals (8) become

E
� = ⇢0

Z x2

x1

(1
2 ū

2 + �0J
�(A))A dx = E and E

+ = ⇢0

Z x2

x1

(1
2 ū

2 + �0J
+(A)) dx (10)
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in terms of J
�(A) = J(A; r�) =

R 1
0 f(�A/A0) d� and J

+(A) = J(A; r+) = A
R A
A0

A
�2

f(A/A0) dA

after simplifications, where r� = 1, r+ = 2. The quantity E
� is the volumetric energy of the

blood flow, while the other quantity E
+ is the axial energy.

In addition, a conserved momentum-like quantity is given by

M = ⇢0

Z x2

x1

Q/A
2↵�1

dx = ⇢0

Z x2

x1

ū/A
2(↵�1)

dx (11)

satisfying
d
dtM = �

�
1
2⇢0Q

2
/A

2↵ + �G(A;↵))
��x2

x1
� k

Z x2

x1

Q/A
2↵

dx, (12)

where G(A; ↵) = A
2(1�↵)

f(A/A0) + 2(↵ � 1)
R A
A0

A
1�2↵

f(A/A0) dA. When ↵ = 1, this integral
(11) reduces to M = ⇢0

R x2

x1
ū dx which is the ordinary momentum of the blood flow.

For viscous blood flow, the preceding four conservation laws (7), (9), (12) are replaced by
corresponding balance equations:

d
dtQ̄ = � 2

L⇢
�1
0 P̄A

��x2

x1
� kŪ (13)

where Ū = 1
L

R x2

x1
ū dx is mean velocity;

d
dtE

± = �
�4↵�r±

6 ⇢0Q
3
/A

r±+1 + �QH(A; r±)
���x2

x1
� k

Z x2

x1

Q
2
/A

r±+1
dx (14)

and
d
dtM = �

�
1
2⇢0Q

2
/A

2↵ + �G(A;↵))
��x2

x1
� k

Z x2

x1

Q/A
2↵

dx. (15)

Note that the righthand side of each equation contains a dissipative integral term.

3 Travelling waves

The blood flow system (1) possesses travelling waves

A = A(⇠), Q = Q(⇠), ⇠ = x� ct (16)

where c is the wave speed. These solutions arise from group-invariance with respect to the
translation symmetry (t, x)! (t + ✏, x + c✏), with group parameter ✏.

Substitution of expressions (16) into the PDS (1) yields the travelling wave ODEs

�cA
0 + Q

0 = 0, �cQ
0 + ↵(Q2

/A)0 + �0(A/A0)f 0(A/A0)A0 + kQ/A = 0. (17)

The first ODE gives Q = c(A�C) in terms of A, where C is an integration constant, and then
the second ODE becomes a nonlinear separable equation for A

A
0 =

(A� C)A
� � �A2 � (�0/A0)A3f 0(A/A0)

, (18)

with
� = (↵� 1)c2 � 0, � = C

2
↵c

2
> 0,  = kc 6= 0. (19)

Note that the physical parameters are given in terms of , �, � by the relations

↵ = �/(� � �C
2), c = ±

p
� � �C2/(

p
2C), k = ±C/(

p
2
p

� � �C2). (20)
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For the pressure-area relation (2), the ODE (19) has an explicit solution

C = 0 : 2
3µA

3/2 + �A = (⇠0 � ⇠); (21)

C < 0 : 2µ|C|3/2 arctan
�p

A/

p
|C|

�
� (�/|C|) ln(A)� (�|C|� �/|C|) ln(A + |C|) (22)

+ 2
3µA

3/2 + �A� 2µ|C|
p

A = (⇠0 � ⇠);

C > 0 : µC
3/2 ln

�
|
p

C �
p

A|/(
p

C +
p

A)
�

+ (�/C) ln(A) + (�C � �/C) ln(|C �A|) (23)

+ 2
3µA

3/2 + �A + 2µC

p
A = (⇠0 � ⇠).

A variety of interesting behaviours are exhibited by these solutions
• pressure shocks;
• blood flow shocks;
• sharp wave-front pulses in pressure and blood flow;
• flows in which the blood vessel is expanding or constricting.

Detailed features and physical interpretation are discussed in Ref. [6].
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Abstract: Liver segmentation in medical imaging scans is fundamental for the diagnosis
and treatment planning of liver-related pathologies. It aids in identifying and characterizing
diseases, providing accurate recognition of a↵ected organs and tissues. Despite its signifi-
cance, achieving precise segmentation is a major challenge due to the presence of artifacts
and the di↵erent densities of soft tissues and neighboring organs. Given the inherent dif-
ficulty associated with the subjectivity regarding the validation and acceptance of manual
segmentation by clinicians, this work emphasizes the importance of quantitative metrics to
complement the subjective assessment for automatic liver segmentation outcome.

keywords: Medical Imaging; Liver; Automatic Liver Segmentation; Evaluation Metrics.

1 Introduction

The evolution of medical imaging represents a hallmark of technological advancement in health-
care, revolutionizing diagnostic practices from invasive to non-invasive methods, thus enhancing
patient comfort and healthcare standards [1]. Beyond diagnosis, medical imaging plays a cru-
cial role in treatment planning and follow-up care, signifying a dedication to improving patient
well-being across the continuum of medical intervention. Stemming from the pioneering e↵orts
of figures like Marie Curie [2], medical imaging modalities such as CT, PET, SPECT, and MRI
continue to expand treatment options and elevate the standard of care.

One significant advancement in this field is the progress made in organ segmentation, particularly
with liver segmentation [3]. This is crucial for monitoring the health of the digestive system and
treat pathologies related to liver. Despite obstacles such as artifacts and the close proximity of
tissues, automatic techniques have seen substantial improvements [4, 5]. However, consistent
evaluation metrics for these techniques remain lacking, hindering comparative analysis of their
evolution and e↵ectiveness [6].
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2 Segmentation Evaluation Metrics

There are two main types of metrics, region-based and contour-based metrics. Region-based
metrics assess the correctness of the area covered by segmentation, regardless of border preci-
sion. These include Accuracy, Dice Similarity Coe�cient (DSC), Precision, and Volume Over-
lap Error (VOE). Contour-based metrics measure the correctness of boundary delineations.
These include Average Symmetric Surface Distance (ASSD) and Mean Symmetric Surface Dis-
tance (MSSD). Figures 1 and 2 illustrate the calculation of these metrics, with True Positives
(TP) in green, True negatives (TN) in blue, False negatives (FN) in red, False positives (FP) in
orange.

Figure 1: Illustration of Image Segmentation results: (a) Original image; (b) Ground truth
segmentation; (c) Automatic segmentation; (d) Classification outcomes.

Accuracy ASSD DSC

MSSD Precision VOE

Figure 2: Illustration of metrics calculation.

Research on liver segmentation in medical imaging demonstrates promise, yet the lack of con-
sistent evaluation metrics is often overlooked [7, 8]. A literature review conducted previously [6]
selected studies dated between 2014 and 2024, focusing on fully automatic liver segmentation
techniques. As a result, the most commonly used metrics in these studies were the ones shown
in Figure 3.

Figure 3: Distribution of the metrics used in the selected studies.
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Table 1 presents an overview of the metrics, along with their main advantages and shortcomings.

Table 1: Summary of the main evaluation metrics used by automatic liver segmentation studies.

Metric Definition Main Advantages Main Disadvantages

Accuracy Measures the proportion
of correctly identified vox-
els (both liver and non-
liver), including TPs and
true negatives, to the to-
tal number of voxels.

-Provides a comprehen-
sive overview of the seg-
mentation performance.
-Easy to calculate and
interpret.

-May be misleading in
datasets with a large
imbalance between liver
and non-liver voxels.
-Does not specifically
focus on liver tissue ac-
curacy.

ASSD Calculates the average dis-
tance between correspond-
ing points on the surfaces
of the segmented liver re-
gion and the ground truth,
in both directions.

-O↵ers a detailed assess-
ment of boundary accu-
racy.
-Highlights discrep-
ancies in the seg-
mentation’s surface
alignment.

-More complex to com-
pute and interpret com-
pared to overlap-based
metrics.
-Can be influenced by
outliers or extreme val-
ues.

DSC Measures the overlap be-
tween the segmented liver
region and the ground
truth, calculated as the
size of the intersection di-
vided by the summed size
of the two regions.

-Provides a clear,
straightforward mea-
sure.
-Easy to interpret and
widely used in medical
imaging.

-Might not fully capture
small discrepancies in
boundary delineation.
-Can be overly op-
timistic in cases of
large overlap but poor
boundary alignment.

MSSD Determines the maximum
distance between any
point on the segmented
liver surface and the near-
est point on the ground
truth surface, and vice
versa.

-Identifies the worst-
case scenario in segmen-
tation discrepancies.
-Useful for assessing the
reliability of segmenta-
tion in critical areas.

-Focused on the maxi-
mum error, potentially
overlooking overall seg-
mentation quality.
-Can be overly puni-
tive for generally accu-
rate segmentations with
minor outliers.

Precision Assesses the proportion of
voxels correctly identified
as liver tissue out of all
voxels classified as liver by
the algorithm.

-Highlights the algo-
rithm’s ability to avoid
over-segmentation.

-Does not account
for missed liver tissue
(FNs).
-It may only identify
very clear cases of liver
boundaries and ignore
the more ambiguous
cases.

VOE Quantifies the volumetric
discrepancy between the
segmented liver region
and the ground truth as
the percentage of non-
overlapping volume to
union volume.

-Directly related to clin-
ical relevance, reflecting
the actual volume error.
-Intuitive and easy to
understand.

-Can be sensitive to
the size of the liver,
with larger livers poten-
tially showing more sig-
nificant absolute errors.
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The results presented indicate that DSC, Accuracy, and ASSD stand out as the most frequently
employed metrics in liver segmentation evaluations. Despite some studies validating the ef-
fectiveness of these metrics in tackling common challenges such as under-segmentation and
over-segmentation, there remains an evident need for the adoption of standardized metrics in
the field. We advocate for the use of at least one metric within each type of evaluation metric
(region and contour). The introduction of such standards would greatly advance segmentation
studies by underscoring key aspects, enabling straightforward comparisons across various meth-
ods, and significantly improving the reliability and e↵ectiveness of automated liver segmentation
in medical imaging.

3 Conclusions and Future Work

Non-invasive imaging techniques have vast potential to transform patient care, emphasizing the
need for consistent metrics in automatic liver segmentation. By developing unified, quantitative
standards, the accuracy, reliability, and comparability of segmentation methods can be signif-
icantly enhanced. This will not only aid clinicians but also steer advancements toward more
e↵ective and user-friendly solutions.

Standardizing evaluation metrics is essential for progressing liver segmentation technology. Clear
metrics will enable better comparisons, foster innovation, and improve the development and
validation of new methods. This will directly benefit clinical practices by improving diagnostics
and treatment planning.

It is crucial to align technological developments with clinical needs to incorporate automatic
liver segmentation into routine medical care. This alignment will improve diagnoses and help
customize treatments for liver diseases, enhancing patient outcomes.
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Abstract: Evacuation on foot has long been common during tsunami disaster. The situation has 

completely changed in Japan at the 2011 Tohoku earthquake that triggered a massive tsunami during 
which many people used cars. Evacuation by car has many risks, such as traffic congestion and 
liquefaction, both possibly reduce survival rate of evacuees. In this study, we investigate the “car 
abandonment,” which is an evacuation strategy where evacuees of tsunami move either on foot or by car, 
and those by car has an option to abandon it during their evacuation. We mathematically formulate the 
movement of evacuees as an initial-boundary value problem of a system of 1-D nonlinear hyperbolic 
equations that governs evacuees’ spatio-temporal densities. We discretize the system using a time-
explicit and upwind conservative finite difference method. We present demonstrative computational 
results of our mathematical model, and finally discuss limitations and future perspectives of our research. 

keywords: Tsunami disaster; car abatement; nonlinear hyperbolic system 
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1 Introduction 

 
We should get away from the shoreline as quickly as possible when tsunami hits. It has 
been reported that 57% of evacuees used cars in the 2011 Tohoku earthquake that 
triggered a massive tsunami. The upper about 30 % of the reasons they evacuated by cars 
were “they use cars on a daily basis” and “they thought they would not be able to evacuate 
on time” [1]. One may be able to move faster than on foot by using a car; however, there 
are several risks that reduce survival rate of evacuees. Such examples include but are not 
limited to “traffic congestion,” “liquefaction,” and “cracks in the ground.” Sekiya [2] 
noted that it is necessary to “design a car-oriented town where people can evacuate and 
move safely” and “install a road shoulder and parking lot to abandon cars”. However, 
such options have not been investigated well to the best of our knowledge. 

Based on this research background, we investigate “car abandonment” (Fig. 1), 
which is an evacuation strategy where evacuees of tsunami move either on foot by car, 
or those by car has a way to abandon it during their evacuation. We propose to formulate 
this new evacuation strategy based on an initial-boundary value problem of a system of 
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two 1-D nonlinear hyperbolic equations that governs evacuees’ movement dynamics on 
foot and by cars. The model can be distinguished from the existing ones for traffic 
modelling that do not assume switching modes of transportation. Our ultimate research 
goal is to clarify how the car abandonment improve the survival of evacuees, but here we 
present demonstrative computational examples based on a time-explicit finite difference 
method to get insights into studies in the future. 

 
Figure 1. Conceptual image of the “car abandonment.” 

 
2 Mathematical model and computation 

 
We propose a mathematical model to formulate “car abandonment” in a hypothesized 1-
D road where a tsunami is coming from the left, and evacuees move toward right (Fig.1). 
The load is identified as the interval ( )0, L: =  with the length L . We assume that the road 
is divided into the three parts, which are the transition region where evacuees using cars 
can abandon their cars and transit to those on foot, which is ( )1 2,A p p= � :  in Fig. 1, and 
the two regions where car abandonment is not allowed. We formulate the evacuees’ 
dynamics by hyperbolic equations as shown below where t  is time. 
 
Pedestrian (evacuees on foot) 

 ( ) ( )( ) ( )1 1 2, , ,f t x uf t x p f t x
t x

Ow w
+ =

w w
 for 0t !  and x A� , (1) 

 ( ) ( )( )1 1, , 0f t x uf t x
t x
w w

+ =
w w

 for 0t !  and x A�:−  (2) 

Car (evacuees by cars) 

 ( ) ( ) ( ) ( )2
2 max 2 2

2,max

,
, 1 , ,

f t x
f t x v f t x f t x

t x f
O

§ ·§ ·w w
+ − = −¨ ¸¨ ¸¨ ¸¨ ¸w w © ¹© ¹

 for 0t !  and x A� , (3) 

 ( ) ( ) ( )2
2 max 2

2,max

,
, 1 , 0

f t x
f t x v f t x

t x f
§ ·§ ·w w

+ − =¨ ¸¨ ¸¨ ¸¨ ¸w w © ¹© ¹
 for 0t !  and x A�:− . (4) 

Here, ( )1 ,f t x  is the unit-length pedestrian density at time t  and location x , ( )2 ,f t x  is that 
of cars, 0u !  is the moving speed of pedestrian, max 0v !  is the maximum speed of cars, 

2,max 0f !  is the maximum car density, 0O !  is the switching rate from Car to Pedestrian, 
and 0p !  is the average number of evacuees in one car. This model assumes that 
evacuees of Car is possibly faster than those of Pedestrian if the car density 2f  is not 

large; otherwise, there may be a situation where ( )max 2 2,max1 /v f f u− � . In such a situation, 
some evacuees by cars would be motivated to abandon their cars and then continue to 
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evacuate on foot. The system (1)-(4) is equipped with some initial condition, no-flux and 
free-outflow boundary conditions at 0x =  and x L= , respectively. 

We discretized the system (1)-(4) using a conservative finite difference method 
based on a classical upwind discretization. The road with the length of 20 (km) was 
discretized into 3,000 cells, and we used 6,000 time steps with the increment 1/6,000 
(hour). We assumed that Car’s (normalized) initial distribution is a Gaussian distribution 
with mean 3 (km) and variance 1 (km2), and that of Pedestrian with mean 8 (km) and 
variance 1 (km2). The parameter values were set as follows: u  is 8 (km/h), maxv  is 40 
(km/h), 2,maxf  is 120 (car/km), O  is 3 (1/hour), and p  is 3 (people/car). Fig. 2 show that a 
part of Car switches to Pedestrian in the transition region, and both Pedestrian and Car 
densities form traveling waves, the latter involving a shock while the former does not 
possibly due to the drift nonlinearity of the latter. The car abandonment seems to better 
work when the density of Car is smaller and is more elongated.  

 

 
Figure 2. Computational results with different transition regions. 

 
3 Conclusion 

 
We proposed a model for evacuees’ dynamics considering the “car abandonment” based 
on a system of nonlinear conservation laws and presented demonstrative computational 
results. In the future, we will improve accuracy of the finite difference method using a 
TVD technique [3]. We will also incorporate Tsunami movement in the model in a way 
that evacuees touched by tsunami do not survive. Then, we will try to optimize the 
transition region A  to maximize the total number of successful evacuees. 
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Abstract: Within enterprises, supply chain management and logistics are crucial areas of concentration. 
As a result of their commercial obligations and the need to adhere to product delivery time and batch 
amount requirements, different businesses usually experience an increase in additional and needless 
transport expenses due to planning gaps, which has a negative economic impact. Therefore, this objective 
was to alter an optimisation model to maximise businesses' frequent shipments. A car component 
manufacturer was selected to validate the model, which enabled to evaluate the tool's advantages and 
disadvantages by applying it to a real-world case study. It was found that many companies exports most 
of its goods but most of the pallets exported are not fully optimised, costing excessive amounts for 
expedited shipping. Two mathematical optimisation methods were applied to the problem to maximise 
both the customer's and the company's present reality about the arrangement of boxes per pallet. Using 
the new tool, it was easy to calculate those five pallets, matching the customer's needs and configure 
them properly to ensure that the pallet is supplied in its entirety, and should be sent to them each week. 

 

keywords: optimization; transport management program; pallets loading problem. 
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1 Introduction 
 
Mathematical programming models, of which optimisation models are a subset, enable the 
determination of the conditions under which a particular objective can be maximised or minimised, 
given the presence of a set of constraints. As a result, the issue at hand is one of linear programming, 
which is the most basic kind of problem and forms the core of operational research [1]. Furthermore, 
the practical aspect of linear programming contributes to its widespread implementation [2], as it 
enables the acquisition of findings that, when combined with qualitative data and subjective 
evaluations, may be implemented realistically. 
Pallet optimisation problems, which are connected to the real-world issue our work will tackle, are one 
example of how operational research has been applied in the literature. Beasley [3] used the "Tree 
search procedure" method to conduct heuristic research on the exact cut in two dimensions. The 
necessity to cut raw materials to precise specifications to minimise material waste gave rise to this 
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study. After conducting numerical experiments in which it reduced waste by 100% in some cases, the 
author concluded that his optimisation model could handle average problems for non-guillotined 
cutting, with an average of 60% throughout all tests. A straightforward and efficient heuristic was 
provided by Morabito et al. [4] to address the issue of packing the most boxes possible on a pallet 
without overlapping, considering MPL (Manufacturer's Pallet Loading). The authors found the best 
solution in 99.9% of the over 20,000 situations they examined using this process. Likewise, Letchford 
et al. [5] examined the top bounds for the Pallet Loading Problem (PLP). It was found that two limits 
predominate over all others: one derived from the linear programming relaxation of a packing 
formulation and the other from a Nelissen limit, with the latter nearly always being optimal.  
Due to the broad nature of this field, numerous works in supply chain and logistics have been published. 
On the other hand, a large body of literature exists about mathematical modelling and pallet 
optimization, many of which are challenging to implement in businesses where time is of the essence 
to meet their contractual obligations to their clients, businesses must incur additional and needless costs 
due to the issue of urgent transit. This kind of expense has a significant economic impact as it accounts 
for about 33% of all transportation costs, thus, this activity is a result of the necessity to examine the 
transportation that the company is examining to cut expenses and arrange its shipment schedule. An 
example of the characterisation of current transport, which took place in an automotive component’s 
producer between weeks 22 and 39 of 2023, was taken into consideration to evaluate the established 
model. This included determining the occupancy of the pallets and optimising their use.  
 
2 Results and discussion 

 
The efficiency of transport and storage activities, as well as the expenses associated with packing and 
handling, are known to be directly impacted by the geometric properties of the items and the packaging 
units employed in their distribution. Pallets sent via regular transport can be optimised to reduce the 
cost of urgent transit. A mathematical optimisation model was created in this way to maximise the 
arrangement of packages per pallet and client. Two important firm initiatives were evaluated to assess 
the concept: A1 and B1. For every reference, these projects include detailed packing instructions. 
Pallets and nine different kinds of packages were thus employed to deliver the goods to the client. 
Shipments delivered to customer 14701 from the A1 product—the most difficult in terms of diversity 
of packages and number of orders—were utilized to optimize pallets, save costs, and provide improved 
efficiency. Moreover, Gunes Erdogan of the University of Bath created the "CLP Spreadsheet Solver," 
an open-source program for expressing, resolving, and displaying the outcomes of CLPs (Container 
Loading Problems). 
The customer's weekly order was optimized to use just two types of pallets in a single shipment. For 
this project, the company now uses six distinct types of pallets; the main discrepancies are linked to 
height, which the optimization model corrects. Thus, information about the kinds of pallets that are 
available, and the weekly demand that corresponds to each box are shown in Table 1. It should be 
mentioned that to maximize the volume of the pallets, a maximum height of 1200 mm was taken into 
consideration for the pallets acceptable by the chosen customer. 
 
Table 1. Pallets and package types employed in the mathematical model. 

Pallet 
designation 

Available pallets dimensions 
(" ×$× %) [mm] Package designation Available package dimensions 

(" ×$× %) [mm] Weekly search 

Pallet 1 800x600x1200 Box A or Item type 1 400x300x120 24 
Pallet 2 1200x800x1200 Box B or Item type 2 800x400x150 19 

  
Box C or Item type 3 600x400x150 20 
Box D or Item type 4 800x600x245 18 
Box F or Item type 5 1200x190x200 12 

 
The "CLP Spreadsheet Solver" tool's solution indicated that four pallets of type 2 and one pallet of 
type 1 were required. Table 2 allows to see how the products are distributed among the chosen pallets. 
 
Table 2. A solution from "CLP Spreadsheet Solver" for matching pallets with appropriate packages. 

Pallets´ Quantity Pallet designation Package designation Packages´ Quantity 
1 Pallet 1 Package A 23 

Package C 4 

2 Pallet 2 Package B 3 
Package D 8 

1 Pallet 2 Package C 14 
Package E 12 
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1 Pallet 2 

Package A 1 
Package B 13 
Package C 2 
Package D 2 

 
The distribution of packages across all configurations, as calculated by the "CLP Spreadsheet Solver" 
program, is depicted in Figure 3. Figure 3.b) depicts the distribution of packages on the type 2 pallet, 
where this configuration is used twice and is referred to as configuration 1. Figure 3.a) shows the 
distribution of packages on the type 1 pallet, which is used only once. Figure 3.d) depicts configuration 
3 of the pallet type 2, while Figure 3.c) displays the distribution of products on the type 2 pallet 
identified as configuration 2. As a result, to solve the issue, client 14701 must receive five pallets every 
week that are appropriate for their needs. The software therefore counts the products that must be sent, 
maximizing the amount of goods on a pallet to reduce the number of pallets required for shipment. 

a) b)  

c) d)  
Figure 3. a) Singular configuration for type 1 pallet; b) Configuration 1 of pallet 2; c) Configuration 2 
of pallet 2, and d) Configuration 3 of pallet 2. 
 
The results show that, with appropriate programming and models that allow the work to be 
systematised, logistical operations can be optimised, leading to significant financial savings, without 
requiring any additional work on the part of the company that, in this case, assembles the pallets. In 
this case, an automotive components manufacturer. The field of logistics and supply chain faces 
significant challenges when it comes to reducing waste as much as possible, not only for economic 
reasons, which are crucial for the company's ability to survive economically but also for environmental 
reasons, since less transport means less emissions, which is better for the environment [6]. Since 
packaging affects how commodities are bundled and arranged for later transportation, a great deal of 
research has been done in this field. Nearly all these studies use mathematical optimization models of 
various levels of complexity, using a model that could virtualize the logistic and operational costs as 
well as the transportation and disposal impact of reusable and recyclable plastic containers. 
Nevertheless, the model presented by the current work is more desirable than the one previously 
presented because it is simpler.  
Some optimization models, which are typically run in two stages, are highly complex. To select the 
suppliers with the best performance, Resat and Unsal [7] first applied the Analytic Hierarchy Process 
(AHP). After that, they used a mixed-integer linear multi-objective mathematical model to optimize 
the supply chain, with cost, time, and social factors being the main factors of concern. The goal of 
Vitale et al.'s study [8] was to maximize raw material flow within the wood pellet sector. This was 
accomplished by using a typical decomposition technique, which involved first planning routes and 
then calculating the products´ flows and raw materials to solve the optimization problem. Studies meant 
to maximize pallet and container occupancy, however, have not received much attention. Robotic 
container loading was explored by Jiao et al. [9], although there were some limitations, including load 
balance, orientations, stability, and multi-drop, in addition to limits on robot position and pallet 
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continuity. The solution is far more complicated than the one developed by the present work, 
considering the limitations the algorithm would have to work around. 
 
3 Conclusions and Future Work 

 
By adhering to the work's objectives and utilizing a case study that was provided by an external 
organization, it was feasible to describe the company's current mode of transportation and illustrate 
issues that arise from insufficient pallet loading. It was discovered that most of the company's goods 
are exported, and most pallets are shipped partially, which adds exorbitant and needless expenses to 
the business. The goal of this study was to identify a low-cost, easy-to-implement, and adaptable 
solution to this issue, as it affects a few small and medium-sized businesses, to increase their 
competitiveness when it comes to the prices of external logistics. In this situation, it was also feasible 
to create mathematical models that would enable the corporation to optimize the number of pallets 
transported, making better use of the available space for each shipment. It was confirmed that five 
pallets must be supplied each week to meet the needs of the customer in various configurations that 
permit the pallets to be sent full, with the use of the "CLP Spreadsheet Solver" program. The limitations 
applied in this study are typical of many issues that Small and Medium-Sized Businesses need to deal 
with and can be promptly modified to meet requirements. It is suggested that future research enhance 
the mathematical models to consider the features of the vehicles being utilized and analyse the 
necessity for urgent transportation, which raises the company's freight expenses. 
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Abstract: This investigation focuses on conducting a queue management analysis for failed
machines within a manufacturing system featuring a single server, incorporating elements
such as server vacations, breakdown occurrences, and the discouragement behavior exhibited
by the failed machines. Initially, the system will commence with a server vacation period,
followed by transitioning into normal operational states characterized by server activity,
including both normal busy periods and instances of working breakdowns. During the vaca-
tion period, breakdown period, and normal busy period, the failed machines exhibit balking
behavior, whereas reneging behavior is observed during the normal busy periods. A retrial
orbit materializes as failed machines arrive during the server’s working breakdown period
electing to enter the retrial orbit instead of promptly joining the queue. In this study, to
solve steady-state probabilities, the matrix-analytic method is utilized as well as develop
various performance metrics that measure the system’s e�cacy. On the basis of system per-
formance metrics, a cost function is constructed. Further, we optimized the cost function
using a Genetic Algorithm (GA).

keywords: Retrial; Server vacation; Server working breakdown; Matrix-analytic method;
Cost-optimization.
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1 Introduction

This study focuses on queue management of failed machines in manufacturing handled by a
single server experiencing breakdowns and taking vacations. Failed machines may balk due to
slow service or long wait times, or renege after joining the queue but leaving due to delays, as
first studied by Haight [1, 2]. Additionally, some machines exhibit retrial behavior and the retrial
machining system may be unreliable or experience a breakdown due to the server’s unreliability
as examined by Aissani [5] and Chen [6]. Queueing systems with server vacations, introduced by
Levy and Yechiali [7], are applicable in various domains. Several studies have addressed machine
repair issues with a server’s vacation policy (Jain et al.[8]; Meena et al.[9]).
In this study a manufacturing system handling a queue of K machines, repaired by an unreliable
server that takes vacations. Failures occur according to a Poisson process with rate � and are
served on a first-come, first-served (FCFS) basis. An incoming failed machine joins the queue
with probability �n if it encounters n or more machines in the system; otherwise, it balks with
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probability 1 � �n. Specifically, �0 = 1 (always joins if no machines are in the system), � for
1  n  K � 1, and �K = 0 (will not join if the system already has K machines).

Machines can exhibit reneging behavior during normal busy state of the server, with an ex-
ponential rate of �. In the working breakdown state, incoming failed machines form a retrial
orbit, reattempting service in a normal busy state. If the server is busy, the machine returns
to the orbit, continuing until service is received. The retrial time is exponentially distributed
with rate n⌘, where n is the orbit size, and this process also operates on an FCFS basis. The
server transitions from vacation to a normal busy state at an exponential rate ✓ and provides
full service at rate µ. It may experience working breakdowns and repairs with exponential rates
↵ and �, respectively, providing service at a slower rate µ1 during breakdowns. The balking
behavior is observed in all states (vacation, normal busy, and working breakdown), with the
state-dependent arrival rate of failed machines given by:

�n =

(
��n, for n = 0, 1, . . . ,K � 1,

0, otherwise.

2 Results and discussion

This section includes figures with numerical illustrations to support our concept and approach.
We optimized the cost function using a genetic algorithm with default parameters: K = 25,
� = 0.5, µ = 3, µ1 = 2, ⌘ = 0.5, ↵ = 0.5, � = 0.8, � = 0.5, � = 0.5, and ✓ = 0.5.
Figure 2 illustrates that as � increases, the system’s throughput (TP ), expected waiting time
(WT ), probability of a busy server (PB), and expected number of failed machines (ES) all
increase, especially with higher values of ✓, ↵, and K. Figure 3 shows that as µ increases, TP

and the probability of an idle server (PI) increase, with the maximum e↵ect seen at higher �
and lower K, while ES and WT decrease, with a smaller decrement at higher � and lower �.

(a) (b) (c) (d)

Figure 1: E↵ect of � on: (a) TP with di↵erent ✓; (b) WT with di↵erent ↵; (c) PB with di↵erent
↵; (d) ES with di↵erent K.

(a) (b) (c) (d)

Figure 2: E↵ect of µ on: (a) TP with di↵erent �; (b) PI with di↵erent K; (c) ES with di↵erent
�; (d) WT with di↵erent �.

We optimized the expected cost function using a genetic algorithm (GA) with two continuous
decision variables, µ1 and µ. The convexity region for µ1 is [2, 5] and for µ is [4, 7], with cost
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Figure 3: Convexity behavoir of decision variables on an expected cost function.

components C1 = 100, C2 = 200, C3 = 300, C4 = 100, C5 = 300, and C6 = 150. GA parameters
were set to a population size of 25, generation count gn = 25, crossover factor Pcr = 0.8, and
mutation factor Pmt = 0.01. The goal was to minimize the expected cost function as shown in
Figure 3.

Table 1 shows that µ⇤
1 and µ⇤ increase with � due to higher arrival rates causing overcrowding,

which requires a higher service rate to reduce waiting costs and improve server utilization. Table
2 indicates that as ✓ increases, µ⇤

1 decreases while µ⇤ increases, correlating with higher average
vacation rates and a greater likelihood of the server being accessible and occupied. Table 3
demonstrates that increasing ↵ results in a higher µ⇤

1 and a lower µ⇤. Table 4 shows that
increasing � leads to higher values for both µ⇤

1 and µ⇤, suggesting that higher ↵ and � can
increase the estimated optimal service rate µ⇤

1.

Table 1: E↵ect of � on µ⇤
1, µ

⇤, and Z.

Cases � µ⇤
1 µ⇤ ZGA

1 0.5 4.87240 6.50000 190.43557
2 0.6 4.91465 6.50845 190.47380
3 0.7 4.91605 6.54502 190.77606
4 0.8 4.95610 6.55194 190.80233

Table 2: E↵ect of ✓ on µ⇤
1, µ

⇤, and Z.

Cases ✓ µ⇤
1 µ⇤ ZGA

1 0.8 4.96332 6.50000 189.72576
2 0.9 4.83991 6.50294 189.44489
3 1.0 4.77714 6.51570 189.20203
4 1.1 4.67876 6.52638 188.00700

Table 3: E↵ect of ↵ on µ⇤
1, µ

⇤, and Z.

Cases ↵ µ⇤
1 µ⇤ ZGA

1 0.5 4.82873 6.553584 190.07189
2 0.6 4.91067 6.531125 190.01770
3 0.7 4.92097 6.529775 189.53609
4 0.8 4.95093 6.518052 189.40189

Furthermore, the data presented in Tables 1-4 indicate the following: (i) The value of Z increases
as � and � increase. (ii) The value of Z decreases as ↵ and ✓ increase. The aforementioned
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Table 4: E↵ect of � on µ⇤
B, µ

⇤
V , and Z.

Cases � µ⇤
1 µ⇤ ZGA

1 1.0 4.75328 6.50000 190.28416
2 1.1 4.91210 6.50506 190.28576
3 1.2 4.94870 6.51066 190.28584
4 1.3 4.96260 6.53630 190.28590

findings provide a point of reference for manufacturing service system administrators.

3 Conclusions and Future work

This work aims to manage the queue of failed machines in a manufacturing system with server
breakdowns and vacations, considering behaviors like reneging, balking, and retrials. We devel-
oped steady-state solutions using the matrix analytic method and examined various performance
metrics. The expected cost function was optimized using a genetic algorithm (GA) to find the
optimal decision variables at the lowest cost.
Future Scope: Incorporate heterogeneous unreliable repairmen, integrate feedback mechanisms,
implement retention of reneged machines, conduct transient analysis, etc.
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Abstract: The Logistics Performance Index (LPI) assesses global logistical performance by
measuring factors such as the quality of commercial and transport infrastructure, the ease
of customs procedures and the e�ciency of customs clearance, among other aspects that
influence the transnational flow of goods. To identify the variables that most contribute to
the countries’ logistical performance, techniques for selecting or extracting key indicators
can be used. In both cases, the aim is to retain the indicators that maximise the variance
extracted from the original data. In [1], to ensure that the extracted characteristics were
relevant and informative in relation to the 2023 Logistics Performance Index indicators, ex-
traction techniques were used, in particular Exploratory Factor Analysis (EFA), using PCA
in the JASP software. The present study considers LPI indicators over several years, being
therefore a longitudinal approach, using the software R. This analysis is based on the values
of the LPI indicators in the years 2007, 2010, 2012, 2014, 2016, 2018 and 2023. As the
EFA carried out in [1] allowed the identification of a single factor, in this work a Principal
Component Analysis (PCA) was carried out over the available years, considering one com-
ponent. Our results confirm the LPI as a longitudinal latent variable, characterised by its
indicators, which demonstrate remarkable internal consistency. This consistency underpins
the reliability of the LPI for assessing global logistics performance. Recognised as a valuable
measure of logistics e�ciency, LPI serves as a practical tool in business and politics, guiding
strategic decision-making and improving the operational cost-benefit ratio and competitive-
ness of organisations.

keywords: Logistics Performance, LPI, Logistics Decision-Making, Feature Aggregation,
Principal Component Analysis, Longitudinal
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Abstract: The anomalies detected in the wheels of railway wagons can cause significant 
damage to the railway tracks and pose risks to people and their property. To prevent these risks, 
this work, dedicated to Evoleo Technologies Lda, aims to develop an anomaly detector based 
on Machine Learning (ML) that monitors the operational state of the wheels and distinguishes 
three distinct classes of anomalies: wheel wear, axle breakage, or the presence of both 
simultaneously. For this purpose, a mechanical prototype was implemented, on which 
disturbances simulating the anomalies are induced. 
The ML model was trained and validated/tested using a dataset collected from the mechanical 
prototype. The training phase of the model was carried out on the Edge Impulse development 
platform, which simplifies the deployment of the model on edge computing devices, where 
resources are usually limited. It also determines which features best describe and discriminate 
the four classes used and provides the trained model as a library for various edge computing 
devices, with particular interest in Arduino. 
The dataset is based on the acceleration values that determine the existence of movement along 
the coordinate axes of the three-dimensional plane. To this end, the hardware architecture uses 
two Arduino edge computing devices: the first, with an integrated accelerometer, reads the 
accelerations at a frequency of 100 Hz; the second receives the data, processes the entire 
classification procedure, and informs the user of the presence or absence of anomalies in the 
wagon wheels. 
Finally, in the testing phase, the detector was thoroughly tested based on two experiments: one 
that considers samples similar to those observed during the training phase, and another that 
considers samples representing the initial state of anomalies that were not trained. 

keywords: Arduino; Edge Impulse; Features; Machine Learning; Railcar Anomaly; TinyML.                                           

 
1 Introduction 

 
Predictive maintenance has become a crucial element in asset management within the 
industrial sector. It is anticipated that inadequate maintenance strategies can reduce 
production capacity by 5% to 20% [1]. In contrast, the application of predictive 
maintenance techniques can increase equipment availability by 5% to 15% and reduce 
maintenance costs by 18% to 25% [2]. Currently, predictive maintenance is already 
implemented in the railway industry [3-4], where it is expected to save approximately €7.5 
billion annually on a global scale. This benefit stems from the use of edge computing, 
where data is processed at or near the source of generation [5]. TinyML combines machine 
learning techniques tailored for edge computing, enabling the execution of simplified 
algorithms on low-power yet highly efficient systems.  
Various platforms and libraries are available for implementation in TinyML, such as 
TensorFlow Lite, Edge Impulse and PyTorch, among others [6]. Specifically, Edge 
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Impulse, which emerged in 2019, simplifies the creation and deployment of ML models, 
following the cyclical process illustrated in Fig. 1a) [7]. 
 

 

 
 

a) b) 
Fig.1 – Operational cycle of the Edge Impulse development platform in a) and the mechanical prototype 

developed in b). 
 
Fig. 1b) presents the developed mechanical prototype, which simulates the wheelset of a 
railway wagon coupled to a DC motor. Various disturbances are induced on the prototype 
to simulate different anomalies. For classification purposes, four different classes are 
considered based on the labels: “ON”, where the motor runs freely without anomalies; 
“Side_Unb”, an anomaly caused by a lateral rod attached to the motor shaft with a bolt 
and three metal nuts, simulating breaks in the horizontal support axle of the wheelset; 
“Top_Unb”, a pulley that creates imbalance on the vertical axis using too a bolt and three 
metal nuts, simulating wheel wear; and “Top&Side_Unb”, which combines both previous 
anomalies simultaneously, as shown in Fig. 1b). The Fig. 1b) also shows the attachment 
of the Arduino Nano 33 BLE Sence Rev2 to the prototype structure, which includes an 
integrated accelerometer. The idea is to measure acceleration values along the main axes 
of the three-dimensional space, resulting from the propagation of vibrations through the 
mechanical prototype structure, which indicates the presence of movement. This 
movement may or may not be anomalous, but it is relevant for classification. 
 

 
 

a) b) 
Fig. 2 – Hardware architecture dedicated to training dataset acquisition for input into the Edge Impulse 

platform in a) and hardware architecture dedicated to testing new samples using the Arduino in b). 
 

The mechanical prototype was developed based on two different hardware architectures. 
The architecture presented in Fig. 2a) is dedicated to training dataset acquisition. For this 
purpose, the Arduino Nano ESP32 is used to control the motor speed via a PWM signal. 
To train the ML model, acceleration samples are acquired by the Arduino Nano 33 BLE 
Sence Rev2 at a frequency of 100 Hz and saved in an Excel file using a Python script. The 
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"ON" class is represented by 12 minutes of samples, which corresponds to 40% of the 
data, while each of the remaining three classes is represented by 6 minutes of samples, 
which corresponds to 60% of the data. The samples are then uploaded to the Edge Impulse 
platform, where it was observed that 1-second samples contain all the essential 
characteristics that describe each class. From 2-second sample subsets and a 1-second 
sliding window with 0.2-second shifts, six samples of 1-second each are obtained, 
allowing the dataset to be expanded. Therefore, each sample of 1-second contains the 
three-dimensional coordinates of 100 acceleration points. 
The feedforward neural network associated with the ML model has two hidden layers 
containing 20 and 10 neurons, respectively, and is trained on 80% of the observed samples, 
while the remaining 20% are used for validation. It should be noted that the Edge Impulse 
platform automatically determines the features that best describe the samples and 
classifies them into their respective classes, using, among other possibilities, time-domain 
and frequency-domain statistics. The spectral density analysis, which represents the 
energy as a function of frequency for each axis, shows distinct absolute maximum values 
for each class. Thus, the 111 most relevant features indicated by the platform were used, 
determined in the frequency domain from the FFT, include, among others: "accZ Spectral 
Power 3.91 - 5.47 Hz", "accX RMS", "accZ Spectral Power 7.03 - 8.59 Hz", etc.  
So, training is configured by setting the number of epochs and the learning rate. 
After the validation phase, the ML model is exported from the Edge Impulse platform as 
a library dedicated to an edge computing device, in this case, the Arduino. 
The architecture presented in Fig. 2b) represents the prototype in which the ML model is 
integrated into the Arduino software. For controlled simulation purposes, the samples to 
be classified are currently requested individually via a push button, with the probability 
values for each class displayed on the screen. Additionally, LEDs indicate the 
identification of the "ON" class by lighting up a green LED; otherwise, one of the three 
anomalous classes is indicated by lighting up a red LED. 
 
2 Results and discussion 

 
During the training phase of the neural network associated with the ML model, six 
empirical experiments were realized, using different numbers of epochs (1, 5, and 10) 
combined with different learning rates (0.0001 and 0.0005), and measuring both training 
and validation accuracies. The best accuracies obtained were 99.80% for training and 
99.82% for validation, using a learning rate of 0.0005 over 10 epochs. The results 
presented indicate that the model is not overfitted, and thus can be considered well-
configured. 
The algorithm assumes that a sample belongs to a given class with a probability of 0.6; 
otherwise, it is considered to belong to an additional uncertainty class. Thus, the ML 
model testing phase is based on two experiments that classify 80 samples, 20 from each 
class, under the following conditions: 1) "Side_Unb" and "Top_Unb" are perturbed under 
conditions similar to those observed during the training phase, i.e., with a bolt and three 
nuts, Fig. 1b); 2) "Side_Unb" and "Top_Unb" are perturbed with a bolt and one nut, 
simulating the anomaly in its hypothetical initial state. 
Fig. 3 presents the results based on the confusion matrix. For experiment 1), the accuracy 
is 98.75%, with only one sample misclassified, Fig. 3a). In experiment 2, the accuracy is 
90.00%, with three misclassified samples and five cases of uncertainty, Fig. 3b). 
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a) b) 

Fig. 3 – Confusion matrix, considering that "Side_Unb" and "Top_Unb" are perturbed by the coupling of: 
three nuts and a bolt in a); one nut and a bolt in b). 

 
3 Conclusions and Future work 

 
The positive results achieved in this project enable Evoleo Technologies Lda to have the 
foundational hardware and software necessary for implementing an anomaly detector for 
railway wagons, with algorithmic inference presenting low response latency. It is also 
concluded, with particular interest to the company, that the Edge Impulse platform is a 
tool with great potential for implementing ML-based models, allowing for the export of 
libraries dedicated to a wide range of edge computing devices. 
As future work, the following needs to be highlighted: collecting real data for model 
training; replacing accuracy metrics by sensitivity and specificity metrics; and 
implementing this model on other devices used by Evoleo Technologies Lda, including 
the Nordic Thingy:91 and Nordic Thingy:52. 
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Abstract: Supply disturbances could be detrimental to some customers, such as in some
industries, where these types of disruptions can represent a serious cost. Productivity and
competitiveness in manufacturing and service industries increasingly depend on the quality
of electricity supply and are also dependent on the good e�ciency of continuity indicators.
After initially monitoring its indicators in 2001, Portugal introduced a continuity of supply
incentive regime in 2003. Since the introduction of the regime, indicators have consistently
improved over the years, which pressures a constant improvement of the service related to
client satisfaction. Recently, the frequency and duration of continuity service indicators
were considered by the authors to study the quality of service in Portugal’s mainland in the
period of 2014 up to 2022 where a two–way analysis of variance (ANOVA) was performed
aiming to evaluate the existence of di↵erences between two factors: quality service regulation
(QSR) zones and municipality code. The results pointed to the need to seek a more accurate
analysis for each of the variables that represent continuity indicators. As a continuation of
the previous work, and with such purpose, the authors transformed the already considered
variables so they could get adequate validation during the residuals analysis. Suitable re-
sults were obtained and discussed. Service continuity, as measured by the frequency and
duration of electricity supply interruptions, stands as a key determinant of service quality in
electric utilities. Ensuring high service continuity not only upholds customer trust but also
aligns with governmental regulations. The repercussions of frequent or prolonged outages
are multifaceted, ranging from inconvenience to customers to diminished productivity in
commercial and industrial sectors, and even potential public safety risks. The insights met
from this study o↵er a fresh perspective on interpreting the dataset, suggesting both vertical
and horizontal interpretations. Vertically, the QSR zone factor o↵ers a broad nationwide
view, while horizontally, the municipality code factor allows for nuanced exploration within
specific QSR zones. Future research could explore a deeper understanding of the interplay
between these factors and explore innovative strategies to further improve service continuity
in the electric utility sector.

keywords: electricity continuity service; Interruption Frequency Index; Interruption Dura-
tion Index; two–way ANOVA.
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Abstract: Nowadays, joint implementations of Machine Learning (ML) algorithms and
Cloud Computing (CC) are widespread due to their capacity to address and solve a wide
range of problems. Similarly, energy e�ciency and green computing is currently receiving
special attention due to environmental sustainability with a main focus on the mitigation
of greenhouse gas emissions. In this context, ML architectures are increasingly demanding
more electrical power every day for their training process due to the growing complexity
of these architectures. Several factors can a↵ect energy consumption during the training
process of ML models, such as the programming language, available hardware, and even the
architecture itself. Therefore, it is important to identify which aspects can be optimized
to achieve energy-e�cient algorithms. In this research, a comparative analysis of energy
consumption is conducted between two di↵erent frameworks (TensorFlow and PyTorch),
the most widely used frameworks to implement ML algorithms. The comparison was done
using Google Colab and training classical Convolutional Neural Networks (CNN) on this
platform. In addition, the measurement of energy consumption has been performed using a
Python library called Codecarbon. The preliminary results obtained in this work indicate
lower energy consumption with the TensorFlow framework when training shallow CNN’s.

keywords: energy-e�cient; machine learning frameworks; green computing; Codecarbon.
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1 Introduction

In recent years, Cloud Computing (CC) and the energy e�ciency of algorithms have gained
significant importance. Cloud computing o↵ers various services, including Platform as a Service
(PaaS), which provides tools and services to facilitate the creation, testing, and deployment of
applications, while keeping their underlying infrastructure hidden from the user. On the other
hand, the development of energy-e�cient algorithms is a trending topic of great interest aimed
at reducing costs and promoting environmental sustainability. In this way, there is currently a
vast amount of e↵ort being made to achieve these objectives [1, 2].

In this context, the utilization of PaaS during the lifecycle of Machine Learning (ML) algorithms
is widespread. In particular, Google Colab [3] (GC) is one of the most adopted PaaS platform
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by the scientific community and AI practitioners. Currently, GC easily provides the necessary
computational resources (CPU, GPU, RAM, and other devices.) and software libraries for ML
algorithms, including two of the most widely used ML frameworks: TensorFlow and PyTorch.

Despite the advantages o↵ered by the PaaS, precisely determining energy consumption during
algorithm executions is not an easy task, mainly due to the infeasibility of accessing infrastruc-
ture details. This limitation is due to permission restrictions for accessing as administrators and
executing the necessary commands to register energy consumption data [4].

In this work, the intention is to conduct an evaluation to determine the energy e�ciency of
ML frameworks (TensorFlow and PyTorch) using Google Colab Pro (GCP). Therefore, in order
to perform the comparison between the di↵erent ML frameworks, a classical CNN known as
AlexNet [6] has been implemented for each of them. In addition, the dataset used during the
training phase corresponds to the MNIST [7].

Finally, CNN operations rely on GPUs for parallel execution, enhancing task e�ciency. GPUs
are responsible for 70% of energy consumption during the CNN training phase [4]. Therefore, the
execution of experiments conducted on the platform includes the utilization of di↵erent NVIDIA
GPUs available on GCP: Tesla T4 (T4), A100-SXM4-40GB (A100), Tesla V100-SXM2-16GB
(V100), and L4. Additionally, energy consumption during CNN training was measured using
the Codecarbon library [5] as it o↵ers the highest precision according to Bouza et al. in [4].

2 Results and discussion

The experiments measured the energy consumption, execution time, and CO2 eq emissions of
AlexNet training across di↵erent frameworks. Energy consumption and CO2 eq emissions were
measured using CodeCarbon, based on the following definitions.

1. Energy Consumption (kWh):

Energy Consumption (kWh) = Power (kW)⇥ Time (h) (1)

2. CO2 Emissions (CO2 eq):

CO2 eq = Energy Consumption (kWh)⇥ Emission Factor (kg CO2/kWh) (2)

The emission factor varies based on energy source. CodeCarbon estimates the emission factor
based on geographical location and the energy mix of the corresponding electrical grid.

Table 1 provides detailed information on the conducted experiments and the achieved results.

Table 1: Summary by ML Framework and GPU
ML

Framework
GPU Exec. Energy Consumed (kWh) Duration (minutes) Emissions (kg CO2)

Avg. Std. Dev. Avg. Std. Dev. Avg. Std. Dev.

PyTorch A100 15 0.00587 0.00006 2.21803 0.01953 0.00267 0.00074

T4 15 0.00652 0.00005 3.45019 0.02791 0.00253 0.00002

V100 15 0.00693 0.00022 2.71463 0.07182 0.00168 0.00049

L4 15 0.00459 0.00002 2.28285 0.00764 0.00100 0.00001
TensorFlow A100 15 0.00241 0.00006 0.58171 0.02825 0.00118 0.00003

T4 15 0.00440 0.00004 2.39710 0.00226 0.00061 0.00001

V100 15 0.00390 0.00020 1.40491 0.01117 0.00147 0.00014

L4 15 0.00234 0.00001 1.13923 0.00231 0.00082 0.00001

Note: The bold rows highlight the best performing GPU for each ML framework.
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Additionally, Alexnet training was performed for 10 epochs on GCP using each available GPU.
To ensure accuracy, 15 executions were conducted.

In Figure 1, the average energy consumption of CNN shows that TensorFlow generally consumes
less energy than PyTorch across the same GPU models. Notably, the L4 GPU exhibits the lowest
energy consumption within both frameworks, establishing it as the most energy-e�cient option
for operating CNN’s. In addition, it has been determined that there are significant di↵erences in
the average energy consumption among di↵erent frameworks, which suggests that the framework
influences energy consumption.

Figure 1: Comparative Analysis: Energy Consumption of CNN’s in TensorFlow and PyTorch
on GPU Models.

Figure 2 shows the average CO2 emissions (kg) generated by training AlexNet using PyTorch and
TensorFlow on A100, L4, T4, and V100 GPUs. PyTorch generally produces higher emissions
than TensorFlow for the same GPUs, with the V100 GPU showing the highest emissions in
Tensorflow. The L4 GPU has the lowest emissions in Pytorch. The error bars indicate greater
variability in PyTorch emissions for the A100 and V100 GPUs.

Figure 2: Comparative Analysis: CO2 emissions of CNN’s in TensorFlow and PyTorch on GPU
Models.

3 Conclusions and Future work

Finally, the preliminary results indicate that TensorFlow is more energy-e�cient and has lower
CO2 emissions than PyTorch when training shallow CNN’s on Google Colab Pro. TensorFlow
consistently consumed less energy, with the L4 GPU being the most e�cient. Similar studies on
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local platforms support these findings. These insights are essential for optimizing deep learning
training to reduce environmental impact and operational costs.

Future work will involve evaluations of the energy consumption and e�ciency of multiple frame-
works and GPUs using various ML algorithms. Additional cloud platforms will be explored
to better understand energy performance in di↵erent settings. This research will guide hard-
ware and software choices in machine learning projects, considering both processing power and
environmental impact.
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Abstract: In this paper we analyse the micropolar, viscous, polytropic and thermally con-
ductive real gas, assuming the generalised form of the pressure function in the sense that
pressure is the a�ne function of temperature and the power function of mass density. The
unsteady shear flow between two parallel, solid and thermally insulated horizontal plates
is considered, with the upper plate moving irrotationally. We assume that in a Cartesian
coordinate system (x, y, z) the solution of the corresponding problem depends only on the
variable x. Using the above thermodynamic and constitutive assumptions, we derive the
model on the basis of balance laws, first in the Eulerian and then in the Lagrangian de-
scription. We obtain a model consisting of eight partial di↵erential equations of parabolic
type with inhomogeneous boundary conditions. Using the Faedo-Galerkin method and ho-
mogenising the boundary conditions, we derive an approximate system which we use to
obtain a numerical solution for the given problem.

keywords: micropolar fluid; real fluid; shear flow.

MSC2020: 35Q35; 76A05; 76N15.

1 Introduction

In this paper we analyze the micropolar, viscous, polytropic and thermally conductive real
gas, assuming the generalized form of the pressure function in the sense that pressure is the
a�ne function of temperature and the power function of mass density. The unsteady shear
flow between two parallel, solid and thermally insulated horizontal plates is considered, with
the upper plate moving irrotationally. Such a model was introduced in the case of an ideal
compressible micropolar fluid [1]. For the problem of real fluids in the context of micropolarity,
we refer to [2].

We assume that in a Cartesian coordinate system x, y and z, solutions of the corresponding
problem depend only on x. Using the above thermodynamic and constitutive assumptions, we
derive the model on the basis of equilibrium laws in the Lagrangian description as follows:

@t⇢+ L�1⇢2@xu = 0, (1)

@tu = �L�1R@x(⇢
p✓) + L�2(�+ 2µ)@x(⇢ @xu), (2)

@tu = L�2(µ+ µr)@x(⇢ @xu) + 2L�1µrr⇥w, (3)

157



jI@tw = L�2(c0 + 2cd)@x(⇢ @xw)� 4µr
w

⇢
, (4)

jI@tw = L�2(cd + ca)@x(⇢ @xw)� 4µr

⇢
w + 2L�1µrr⇥ u, (5)

cv@t✓ = L�2k✓@x(⇢@x✓)� L�1R⇢p✓@xu+ L�2(�+ 2µ)⇢(@xu)
2

+L�2(µ+ µr)⇢|@xu|2 + 4µr
w2

⇢
+ 4µr

|w|2

⇢
� 4L�1µr(r⇥ u) ·w+

L�2(c0 + 2cd)⇢(@xw)
2 + L�2(cd + ca)⇢|@xw|2,

(6)

for (x, t) 2]0, 1[⇥]0, T [,
⇢(x, 0) = ⇢0(x), ✓(x, 0) = ✓0(x), (7)

u(x, 0) = u0(x), u(x, 0) = (0, v20, v30)(x), (8)

w(x, 0) = w0(x), w(x, 0) = (0,!20,!30)(x), (9)

for x 2 [0, 1],
u(0, t) = u(1, t) = 0, (10)

u(0, t) = 0, u(1, t) = a(t) = (0, a1(t), a2(t)), (11)

w(0, t) = w(1, t) = 0, (12)

w(0, t) = w(1, t) = 0, (13)

@x✓(0, t) = @x✓(1, t) = 0, (14)

for t 2 [0, T ], where we denote

u = (0, v2, v3), w = (0,!2,!3). (15)

Here ⇢, (u, v2, v3), (!,! 2,!3), and ✓ are respectively mass density, velocity, microrotation ve-
locity, and absolute temperature. The positive constant jI is microinertia density, � and µ are
coe�cients of viscosity, and µr, c0, cd and ca are coe�cients of microviscosity. By the con-
stant k✓ (k✓ � 0) we denote the heat conduction coe�cient. The dimensionless constant p � 1 is
called pressure exponent, the positive constant R is the generalized gas constant and the positive
constant cv denotes the specific heat at a constant volume.

2 Results and discussion

Using the Faedo-Galerkin method and homogenizing the boundary conditions, we derive an
approximate system that we use to obtain a numerical solution for the given problem and
analyze few numerical examples.

We consider first the numerical solutions to the problem defined with the following initial func-
tions:

⇢0(x) = 1, (16)

u0(x) = sin (⇡x), u0(x) = sin (⇡x)(0, 1, 1), (17)

w0(x) = sin(2⇡x), w0(x) = sin (2⇡x)(0, 1, 1), (18)

✓0(x) = 2 + cos(⇡x). (19)

Non-homogeneous boundary condition (11) are defined by the function

a(t) = 0.5 sin(⇡t)(0, 1, 1). (20)
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Figure 1: Numerical approximations at t = 0.1 for velocity

Other parameters of the system are set to: L = 1, cd = c0 = cv = 1 R = 1 jI = 1, ca = 0,
� = �2, µr = 1, µ = 3, k✓ = 0.024.

The main goal of the numerical experiment is to investigate the influence of the parameter p on
the behavior of the solution. For example, the influence of that parameter on the velocity u is
shown in the following figure.

3 Conclusions and Future work

In this work we have constructed an approximate system of ordinary di↵erential equations which
we have used to obtained a numerical solution for the described model. Using this approximate
system, we conducted a series of numerical experiments in which we showed that the introduction
of the pressure exponent has a significant impact on the corresponding solution. The obtained
approximate system will also be the basis for further mathematical analysis of the model, in
particular for the proof of local existence.
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Abstract: This study examines the robust correlation structure between European In-
novation Scoreboard (EIS) dimensions over time. The European Innovation Scoreboard
(EIS) provides a comparative assessment of the Research and Innovation performance of
EU Member States, other European countries, and regional neighbours. It helps countries
assess the relative strengths and weaknesses of their national innovation systems and iden-
tify challenges that they need to address [1]. The EIS aims to measure the performance of
countries’ national innovation systems and includes several indicators that capture di↵erent
dimensions of innovation, such as research and development, business activities and eco-
nomic e↵ects. Our work investigates the existence of latent variables, which are not directly
observed, but rather inferred from observed variables, with the aim of discovering patterns
and relationships underlying the data. The data used comprises the EIS dimensions over
the years. The focus is to identify correlations between them, using an intelligent method-
ology for selecting variables/dimensions. This methodology involves statistical and machine
learning techniques to analyse EIS data and is based on principal component analysis and
factor analysis, and has been implemented in R software.
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Abstract: Special Session 12 - Dynamical Systems, Games and Applications

Baliga and Maskin introduced a model of contributions for the provisions of public goods

such as contributions for the reduction of air pollution. For an extended version of their

model, we consider the formation of stable coalitions which are absorbing states of a bargain-

ing Markov chain, where agents join/leave coalitions according to their cooperation/free-

riding incentives. Following Baliga and Maskin, we consider heterogeneous agents with

quasi-linear utilities of the form uj(rj ; r) = ✓jr↵ � rj , where r is the aggregate contribution

(r = 1/2 in Baliga and Maskin) and the exponent ↵ is the elasticity of the gross utility.

We show that there is a stable high coalition consisting of the set of agents most prefer-

ring/valuing the public good. The increase of the parameter ↵ increases the size of the

stable high coalition that changes from a single member (called the competitive coalition

as appears in Baliga and Maskin’s paper) to the grand coalition involving all agents. How-

ever, the utility of members of the stable coalition can be very small when compared to the

utility of the free-riders, rendering the formation of stable coalitions di�cult. We show that

the coalition folk theorem holds, meaning that member heterogeneity will tend to favor the

formation of smaller stable coalitions. We show that the formation of stable coalitions is

subject to the paradox of cooperation, since even when the stable coalitions is large and

free-riders have not very low preferences for the public good, the utility of the stable coali-

tion may still be low when compared to the full cooperation scenario of the grand coalition.

However, the paradox does not hold when the free-riders have a very low preference for the

public good, which also facilitates the spontaneous formation of stable coalitions, or when

there are no free-riders and the grand coalition is stable.

keywords: public and common goods; free-riding; coalitions; Barrett’s paradox.
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Abstract: In this research paper, we embark on a comprehensive examination of infant mortality in Pakistan using data from 

the 2017-18 Pakistan Demographic Health Survey. Our study encompasses three primary components: Exploratory Data 

Analysis, Regression Analysis, and the application of Supervised Machine Learning Techniques. We harness various 

demographic and health-related data to construct predictive models for infant mortality, emphasizing a well-rounded approach 

to the analysis. Our findings underscore the superior performance of machine learning algorithms, including Random Forest, 

Support Vector Machines, Logistic Regression Models, and Decision Trees, in accurately predicting infant mortality rates when 

contrasted with conventional statistical methods. The results not only provide valuable insights for policymakers in Pakistan, 

aiding in the development of more effective interventions but also highlight the pivotal role of technology in improving health 

outcomes. This research advocates for further exploration in this critical domain, fostering advancements in public health and 

infant mortality reduction in Pakistan. 

keywords: Artificial Intelligence; Regression; Epidemiology 

MSC2020: 68T20; 62J05; 92D30. 

References 
 

[1] Ritu Agarwal, Michelle Dugas, Guodong Gao, PK Kannan. Emerging technologies and 
analytics for a new era of value-centered marketing in healthcare. Journal of the Academy of 
Marketing Science, 48 (2020), 9-23. 

[2] Sohail Agha, The determinants of infant mortality in Pakistan, Social science & medicine, 
51(2000),199-208. 

[3] Fikrewold H Bitew, Samuel H Nyarko, Lloyd Potter, Corey S Sparks. Machine learning 
approach for predicting under-five mortality determinants in Ethiopia: evidence from the 
2016 Ethiopian demographic and health survey, Genus, 76(2020), 1-16. 

[4] William M Callaghan, Marian F MacDorman, Sonja A Rasmussen, Cheng Qin, and Eve M 
Lackritz. The contribution of preterm birth to infant mortality rates in the United States, 
Pediatrics, 118(2006),1566–1573. 

[5] Paulo JG Lisboa, A review of evidence of health benefit from artificial neural networks in 
medical intervention. Neural networks, 15(2002), 11-39. 

 

167

mailto:2%20*
mailto:Shumaila_javeed@comsats.edu.pk


 

168



169



 

170



International Conference onMathematicalAnalysis andApplications in Science andEngineering

ICMA2SC’24

ISEP Porto-Portugal, June 20 - 22, 2024

Generalized hypergeometric representation of
2-orthogonal polynomial eigenfunctions of a

third-order di↵erential operator

Teresa A. Mesquita1?

1 Escola Superior de Tecnologia e Gestão, Instituto Politécnico de Viana do Castelo, Portugal,
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Abstract: Special Session # 11: Orthogonal Polynomials, Special Functions and their
Applications.
In the recent works [7, 8], the author presents the polynomial functions that are
eigenfunctions of a given di↵erential operator defined by parametrized polynomial
coe�cients. Assuming that such polynomial sets are 2-orthogonal, the corresponding
recurrence coe�cients are described in terms of each di↵erential operator, and also, the
obtained polynomial sequences are proved to be Hahn-classical.
We now analyse the generalized hypergeometric representation for these polynomial
sequences, reviewing relevant references on the subject of d-orthogonality in connection
with the generalized hypergeometric polynomials. Some illustrative examples are given.

keywords: d-orthogonal polynomials; di↵erential operators; polynomial eigenfunctions,
generalized hypergeometric polynomials.
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1 Introduction

Bochner’s characterization of the classical orthogonal polynomial sequences [1], establishes those
families as polynomial eigenfunctions of a second-order di↵erential equation that can be written
in the form [2]:

a2(x)y
00 + a1(x)y

0 + a0(x)y + �y = 0 ,

where a2(x), a1(x), a0(x) are polynomials of degrees at most 2,1, and 0, respectively, and � 6= 0.

The analogous problem with respect to the 2-orthogonal polynomial sequences was dealt in [7, 8]
with the help of technical relations, like Proposition 1 below, fulfilled by the general di↵erential
operator J defined on the vector space of polynomials with coe�cients in C, as in (1) where D
is the standard derivative operator [4, 6]:

J =
X

n�0

an(x)

n!
Dn, deg an  n, n � 0 , (1)

with

a⌫(x) =
⌫X

i=0

a[⌫]i xi = a[⌫]0 + a[⌫]1 x+ a[⌫]2 x2 + · · ·+ a[⌫]⌫ xn .
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Proposition 1 [7] Given an operator J defined by (1), and taking into account the definition

of the operator J (m)
, m � 0:

J (m) =
X

n�0

an+m(x)

n!
Dn , (2)

the following identities hold.

J (i) (xp(x)) = J (i+1) (p(x)) + xJ (i) (p(x)) , i = 0, 1, 2, . . . . (3)

The d-orthogonal polynomial sets are known to fulfil a recurrence relation of order d+1 [5], and
therefore, a (monic) 2-orthogonal polynomial sequence is uniquely defined by three numerical
sequences {�n}n�0, {↵n+1}n�0 and {�n+1}n�0, called the recurrence coe�cients, so that:

Pn+3(x) = (x� �n+2)Pn+2(x)� ↵n+2Pn+1(x)� �n+1Pn(x), (4)

P0(x) = 1, P1(x) = x� �0, P2(x) = (x� �1)P1(x)� ↵1 , �n+1 6= 0 , n � 0. (5)

The content of Proposition 1 allowed the development of a symbolic approach to the problem of
finding the (normalized) 2-orthogonal polynomial sequences {Pn(x)}n�0 that fulfil the following
di↵erential identity

✓
a0(x)I + a1(x)D +

a2(x)

2
D2 +

a3(x)

3!
D3

◆
(Pn(x)) = �[0]

n Pn(x) , �[0]
n 6= 0 , (6)

with �[0]
n = a[0]0 +

✓
n

1

◆
a[1]1 +

✓
n

2

◆
a[2]2 +

✓
n

3

◆
a[3]3 , n � 0 , and deg (a⌫(x))  ⌫ .

As an example of application of this method, we recall next a 2-orthogonal polynomial set
constituted by polynomial eigenfunctions of a third order operator J .

Theorem 2 [7, 8] Let us consider a (monic) 2-orthogonal polynomial sequence {Pn}n�0 fulfilling

J (Pn(x)) = �[0]
n Pn(x)

where J is defined by (6), with a[3]3 = 0 and a2(x) = 0.

Then the polynomial a3(x) has a double root and the recurrence coe�cients of the sequence

{Pn}n�0 are the following

�n = � a[3]2

2a[1]1

(n� 1)n� a[1]0

a[1]1

, n � 0 , (7)

↵n =
n(n� 1)

12(a[1]1 )2

⇣
�3a[1]1 a[3]1 + a[3]2

⇣
6a[1]0 + a[3]2 (n� 1)(n� 2)

⌘⌘
, n � 1 , (8)

�n = � 1

216(a[1]1 )3
n(n+ 1)

⇣
36(a[1]1 )2a[3]0 � 6a[1]1

⇣
6a[1]0 a[3]1 + (n� 1)2a[3]1 a[3]2

⌘
(9)

+ a[3]2

⇣
6a[1]0 + (n� 1)na[3]2

⌘⇣
6a[1]0 + (n� 1)(n� 2)a[3]2

⌘⌘
, n � 1 ,

provided that �n 6= 0, n � 1 .

Recalling the Pochhammer symbol or shifted factorial:

(a)0 = 1 , (a)n = a(a+ 1)(a+ 2) · · · (a+ n� 1) , n � 1 ,
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and assuming that none of the parameters b1, b2, . . . , bq is a nonpositive integer, the generalized
hypergeometric function is defined by [9]

pFq

✓
a1, . . . , ap
b1, . . . , bq

; z

◆
=

1X

k=0

(a1)k · · · (ap)k
(b1)k · · · (bq)k

zk

k!
.

Considering D = d
dx and # = x d

dx , the function

w = pFq

✓
a1, . . . , ap
b1, . . . , bq

;x

◆
= pFq (a1, . . . , ap ; b1, . . . , bq ;x)

fulfils the generalized hypergeometric di↵erential equation

(#(#+ b1 � 1) · · · (#+ bq � 1)� x(#+ a1) · · · (#+ ap))w = 0.

In the work [3], we may follow a clear description of d-orthogonal polynomials that may be
expressed using the generalized hypergeometric function.

In the following, we present examples of such representations regarding the polynomial sets
obtained in [7, 8].

2 Results and discussion

From the work of Y. Ben Cheikh and K. Douak [3] and references therein, we know that the

sequence yn(x) = l(�1,�2)
n (x) = 1F2 (�n ;�1 + 1,�2 + 1 ; x), n � 0, is a 2-orthogonal polynomial

sequence that fulfils the generalized hypergeometric di↵erential equation

(x (#� n)� # (#+ �1) (#+ �2)) yn(x) = 0 ,

where # = xD. We can also define the corresponding monic polynomial sequence

ỹn(x) = l̃(�1,�2)
n (x) = (�1)n (�1 + 1)n (�2 + 1)n l(�1,�2)

n (x) , n � 0 ,

indicating that it fulfils

⇣
(x� 1� �1 � �2 � �1�2)D � (3 + �1 + �2)xD

2 � x2D3
⌘
ỹn(x) = nỹn(x) , n � 0 .

Example 1 Let us consider an operator J as in (6) with the following polynomial coe�cients:

a1(x) = x+ 2 + �1(3 + �1) , a2(x) = 0 , a3(x) = �6x2 .

Then, the corresponding (monic) 2-orthogonal polynomial eigenfunctions {Pn(x)}n�0 constitute

a sequence defined by the recurrence coe�cients [7]:

�n = �2� 3n+ 3n2 � 3�1 � (�1)
2 , n � 0 , (10)

↵n = 3n(n� 1)(n� 3� �1)(n+ �1) , n � 1 , (11)

�n = n(n+ 1)(n� 3� �1)(n� 2� �1)(n+ �1)(n+ 1 + �1) , n � 1. (12)

Furthermore, Pn(x) = (�1)n (�1 + 1)n (��1 � 2)n 1F2 (�n ;�1 + 1,��1 � 2 ; x), n � 0, where
�1 + 1 and ��1 � 2 are not nonpositive integers.
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Example 2 Let us consider an operator J as in (6) with the following polynomial coe�cients:

a1(x) = x� 6 , a2(x) = �12x , a3(x) = �6x2 .

Then, the corresponding (monic) 2-orthogonal polynomial eigenfunctions {Pn(x)}n�0 constitute

a sequence defined by the recurrence coe�cients [8]:

�n = 3(n+ 1)(n+ 2) , n � 0 , (13)

↵n = 3n(n+ 1)2(n+ 2) , n � 1 , (14)

�n = n(n+ 1)2(n+ 2)2(n+ 3) , n � 1. (15)

Furthermore, Pn(x) = (�1)n (�1 + 1)n (�2 + 1)n 1F2 (�n ;�1 + 1,�2 + 1 ; x), n � 0, with �1 = 1
and �2 = 2.

The use of an a�ne transformation will allow the modification of some parameters of J . Thus
considering the corresponding a�ne transformations of 1F2 (�n ;�1 + 1,�2 + 1 ; x), we can develop
further generalized hypergeometric representations of sequences of 2-orthogonal polynomial
eigenfunctions.
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Fac. Sci. Toulouse, Math. (5) 10, No. 1 (1989), 105-139.

[6] T. A. Mesquita and P. Maroni , Around operators not increasing the degree of polynomials,
Integral Transforms Spec. Funct. 30, No.5 (2019), 383-399.

[7] T. A. Mesquita, Symbolic Approach to 2-Orthogonal Polynomial Solutions of a Third Order

Di↵erential Equation, Math. Comput. Sci. 16 (2022), No.1, Paper No.6, 21 pp.

[8] T. A. Mesquita, On a general family of 2-orthogonal polynomial eigenfunctions of a third

order di↵erential equation via symbolic computation, in press.

[9] NIST Digital Library of Mathematical Functions. https://dlmf.nist.gov/, Release 1.2.0 of
2024-03-15. F. W. J. Olver, A. B. Olde Daalhuis, D. W. Lozier, B. I. Schneider, R. F.
Boisvert, C. W. Clark, B. R. Miller, B. V. Saunders, H. S. Cohl, and M. A. McClain, eds.

4 174

Jorge Mendonça



International Conference onMathematicalAnalysis andApplications in Science andEngineering

ICMA2SC’24

ISEP Porto-Portugal, June 20 - 22, 2024

Quadratic Decomposition of the normalized

derivatives of the Classical Orthogonal Polynomials -

revisited
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1 Introduction

In a companion paper (see [1]), we give new tractable sufficient conditions for the monotonicity
with respect to a real parameter of zeros of classical orthogonal polynomials (COP) on linear,
quadratic, q-linear and q-quadratic grids. However, these results do not allow us to compare the
zeros of the elements of two different sequences of COP. For this purpose we need a “comparison
theorem” of Sturm type for difference equations. In [4, Corollary 1], Lun and Rafaeli used a
comparison theorem of Sturm type to obtain inequalities between the zeros of solutions of two
differential equations. As we will see, this result can be extended to difference equations and be
used to obtain relations between the generalized zeros of two COP. The following results as well
as their proofs can be found with more details in [7].

2 Preliminary results

As in [1], our starting point is the hypergeometric-type difference equation introduced by Niki-
forov and Uvarov in [5, (5)]:

a(s)
∆

∆x(s − 1/2)

(

∇y(x(s))

∇x(s)

)

+ b(s)
∆y(x(s))

∆x(s)
+ c y(x(s)) = 0, (2.1)

where x(s) defines a class of grids with, generally nonuniform, step ∆x(s) = x(s + 1) − x(s),
∇x(s) = x(s) − x(s − 1), the functions a and b are polynomials of degree at most 2 and 1 in
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x, respectively, and c is a constant. In what follows, we assume that x is a real-valued function
defined on an interval of the real line. For similar purposes, in [1, (2.1)], we rewrite (2.1) in the
following useful way:

A(s)y(x(s − 1)) +B(s)y(x(s+ 1)) + C(s)y(x(s)) = 0, (2.2)

where

A(s) =
a(s)

∇x(s)∆x(s− 1/2)
, B(s) =

a(s) + b(s)∆x(s− 1/2)

∆x(s)∆x(s− 1/2)
, C(s) = c−B(s)−A(s).

(2.3)

For our purposes, we use another difference equation obtained from (2.2), as done by Porter in
[6]. Fix a ∈ R and N ∈ {3, 4, . . . }. Denote si = a+ i (i = 0, 1, . . . , N −1), S = {s0, s1, . . . , sN−1}
and S′ = S \ {s0, sN−1}. Assume A(s)B(s) 6= 0 for each s ∈ S′. Setting y = u v on S, v being
the new unknown function and u so that v satisfy a difference equation of the form

∆∇v(x(s)) + λ(s) v(x(s)) = 0 (2.4)

on S, we obtain the difference equation

v(x(s + 1)) + v(x(s − 1)) +G(s)v(x(s)) = 0, (2.5)

where

G(sk) =



























u(x(a))

u(x(a + 1))

C(sk)

B(sk)

k/2
∏

j=1

A(s2j−1)B(s2j)

A(s2j)B(s2j−1)
, k even,

u(x(a + 1))

u(x(a))

C(sk)

A(sk)

(k−1)/2
∏

j=1

A(s2j)B(s2j−1)

A(s2j−1)B(s2j)
, k odd,

(2.6)

with the initial conditions that v(x(a)) 6= 0 is arbitrarily chosen and

v(x(a + 1)) = −
C(a)

B(a)

u(x(a))

u(x(a + 1))
v(x(a)), B(a) 6= 0.

Definition 1 (Node of a function) Let v be a real function defined on S. Assume that v
changes its sign on the interval (x(s′ − 1), x(s′)] (s′ ∈ S \ {s0}). The point of intersection of the

x-axis with the line segment with endpoints (x(s′ − 1), v(x(s′ − 1))) and (x(s′), v(x(s′))) is called

a node of v.

Definition 2 (Generalized zero of a function) We say that a function f has a generalized

zero at x(s′) (s′ ∈ S \ {s0}) if either f(x(s′)) = 0 or f(x(s′ − 1))f(x(s′)) < 0.

Under certain conditions (see [7, Section 2]), the generalized zeros of a solution of (2.1) and (2.5)
coincide. Consequently, we may use (2.5) to obtain information about the generalized zeros of a
solution of (2.1).

3 Main result

The next result is an analogue of [4, Corollary 1] for difference equations and it is our main
result.
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Theorem 1 Let v1 and v2 be nontrivial solutions of

v1(x(s + 1)) + v1(x(s − 1)) +G1(s)v1(x(s)) = 0, (3.7)

v2(x(s + 1)) + v2(x(s − 1)) +G2(s)v2(x(s)) = 0, (3.8)

on S, with n and m nodes on (x(a), x(a+N)), respectively. Denote the generalized zeros of v1 and

v2 by x1 < · · · < xn and X1 < · · · < Xm, respectively. If m ≤ n and there exists j ∈ {2, . . . , N}
such that G2(s) < G1(s) for each s ∈ S′

j and G1(s) < G2(s) for each s ∈ S \ Sj , and

v1(x(a))v2(x(a)) > 0,

v1(x(a +N))v2(x(a +N)) > 0,

v1(x(a))v2(x(a + 1))− v1(x(a + 1))v2(x(a)) > 0,

v1(x(a +N − 1))v2(x(a +N))− v1(x(a +N))v2(x(a +N − 1)) > 0,

then xk ≤ Xk for each k = 1, . . . ,m.

Remark 1 In order to use Theorem 1 to compare all the zeros of two COP, we may choose any

N ∈ {3, 4, . . . } such that all these zeros are on (x(a), x(a + N)) to verify if the conditions are

satisfied.

4 Applications

As an example, we consider two COP on the linear grid x(s) = s.

The Meixner polynomials (see [2, Section 9.10]),

y(s) = M (γ,µ)
n (s) = 2F1

(

−n, −s

γ

∣

∣

∣

∣

1−
1

µ

)

(n = 1, 2, . . . ; 0 < µ < 1, γ > 0), satisfy the difference equation (2.2) with A(s; γ, µ) = s,
B(s; γ, µ) = µ(s+ γ) and C(s; γ, µ) = n(1−µ)− s− (s+ γ)µ. Note that A(s; γ, µ)B(s; γ, µ) > 0
for each s ∈ {1, 2, . . . }.

The Charlier polynomials (see [2, Section 9.14]),

y(s) = C(α)
n (s) = 2F0

(

−n, −s

−

∣

∣

∣

∣

−
1

α

)

(n = 1, 2, . . . ;α > 0), satisfy the difference equation (2.2) with A(s;α) = s, B(s;α) = α and
C(s;α) = n− s− α. Note that A(s;α)B(s;α) > 0 for each s ∈ {1, 2, . . . }.

Denote the comparison functions of M
(γ,µ)
n and C

(α)
n by FM and FC , respectively. As an example,

consider n = 10. Set α = 10, γ = 100 and µ = 1/10. In this case,

C
(10)
10 (0)M

(100,1/10)
10 (1)−M

(100,1/10)
10 (0)C

(10)
10 (1) > 0,

C
(10)
10 (0)M

(100,1/10)
10 (0) > 0,

and FC(s) > FM (s) for s = 1, 2, . . . , 29 and FC(s) < FM (s) for s = 30, 31, . . . , 38. Since all the

zeros of M
(100,1/10)
10 (s) are on (0, 40) (see [3, Theorem 7]), we only need to verify what happens

on that interval. Moreover,

C
(10)
10 (39)M

(100,1/10)
10 (40)−M

(100,1/10)
10 (39)C

(10)
10 (40) > 0,

M
(100,1/10)
10 (40)C

(10)
10 (40) > 0.
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Therefore, by Theorem 1, we have ⌈xk⌉ ≤ ⌈Xk⌉ for each k = 1, . . . , 10, where x1 < · · · < x10 are

the zeros of C
(10)
10 (s) and X1 < · · · < X10 are the zeros of M

(100,1/10)
10 (s) (see Figure 1).

● ● ● ● ● ● ● ● ● ●■ ■ ■ ■ ■ ■ ■ ■ ■ ■
0 10 20 30 40

Figure 1: Zeros of C
(10)
10 (s) and M

(100,1/10)
10 (s) (� and •, respectively)
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1 Introduction

One-dimensional non-linear Klein-Gordon potentials, U('), with multiple vacuum states support
topological solitary waves and solitons, such as in the sine-Gordon potential. These waves solve
the nonlinear Klein-Gordon equation (NKGE)

'tt � 'xx + U 0(') = 0,

where subscripts t and x denote partial derivatives with respect to time and space, respectively,
and the prime denotes the derivative of the potential U(') with respect to the field '. In
particular, kinks are topological waves connecting two minima of the potential solving NKGE
and satisfying

lim
x!+1

'(x, t) = lim
x!�1

'(x, t) + ✓Q,

where ✓ 2 R+ \ {0} and Q 2 Z is the topological charge, typically Q = ±1 for kink and antikink
solutions.

NKGE for various potentials U(') and their associated kinks has numerous applications, such
as in explaining continuous second-order phase transitions in Ginzburg-Landau theory or as
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mobile domain walls in '4 type potentials. This makes the study of their stability crucial for
observability in real systems. For instance, for sine-Gordon and '4 kinks, stability is analyzed
using a Sturm-Liouville problem equivalent to the Schrödinger equation for a symmetric Pöschl-
Teller potential. Its spectrum, consisting of a discrete and a continuous part, indicates that
these kinks are stable as every eigenvalues are non-negative. In addition, knowing the spectrum
is not only important for determining the stability of non-linear waves: in the presence of an
internal mode, loss of integrability and inelastic collisions of solitary waves are predicted.

In Higher Order Field theories such as '6, '8 and so on, the Sturm-Liouville problem associated
to the stability of their kinks is equivalent to the Schrödinger equation for the non-symmetric
Rosen-Morse potential. Thus, our aim in [1] is to solve this potential by means of the so-called
Nikiforov-Uvarov method which roughly consists of writing the eigenfunctions in terms of two
simpler functions in a constructive way. In this way, we are ultimately able to answer the
question about the existence of internal modes and its dependence on p in '2p+2 type models
raised by Saxena, Christov and Khare in [2].

2 Results and Discussion

The (time-independent) Schrödinger equation with the Rosen-Morse type potential (SERM) is
given by


d2

dz2
� v(z) + "

�
 (z) = 0, v(z) = v0 cosh

2 µ [tanh (z) + tanhµ]2 , z 2 R

where " 2 R is the eigenenergy and v0, µ 2 R+ \ {0}. We identify three regions based on the
asymptotic values of the potential v± = limz!±1 v(z) = v0e±2µ where 0 < v� < v+. We define
the regions as follows:

R1 For " 2 (0, v�) we distinguish the region of the so-called bound states, where the particle
would be classically confined in a finite region of space and the eigenvalue problem should
have a non-trivial function,  (z), satisfying that  (z) 2 L2(R), this is, the space of square-
integrable functions in R.

R2 For " 2 (v�, v+) we distinguish the region of the so-called reflecting states: where the
particle could (classically) reach �1 but not +1 and square-integrability condition on
its eigenfunction could be dropped and substituted by  (z) 2 L1(R), this is, the space of
bounded functions on R.

R3 For " 2 (v+,1) we distinguish the last region of the so-called free states: where the particle
could reach any point in the one-dimensional space and its eigenfunction only need to be
bounded, i.e.,  (z) 2 L1(R).

Before applying the NU method, we transform SERM by setting u = � tanh z. Dividing the
resulting equation by (1� u2)2 gives a generalized hypergeometric equation (GHE)

 00(u) +
e⌧(u)
�(u)

 0(u) +
e�(u)
�2(u)

 (u) = 0, u 2 (�1, 1),

where e⌧(u) = �2u, �(u) = 1 � u2, and e�(u) = " � v0 cosh
2 µ(u � tanhµ)2. The NU method

seeks a solution of the form  (u) = �(u)y(u) with �(u) chosen in a constructive way such that
y(u) solves a simpler hypergeometric di↵erential equation (HDE). In particular, for

�(u; ") = (1� u)
{�(")

2 (1 + u)
{+(")

2 , {+(") =
p
v+ � ", {�(") =

p
v� � ",
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y(u; ") solves a Jacobi’s HDE given by
�
1� u2

�
y00(u) + 2 [a(")� (b(") + 1)u] y0(u) + (k(")� b(")) y(u) = 0,

where u 2 (�1, 1) and k("), a("), and b("), are given by

k(") =
"+ v0

2
� {+("){�(")

2
, a(") =

{+(")� {�(")

2
, b(") =

{+(") + {�(")

2
,

respectively. In addition, it is useful to transform previous Jacobi’s HDE into a Gauss’s HDE
by setting u = �1 + 2s. In this way, we obtain

s(1� s)y00(s) +
⇥
� 2(b(") + 1)s+ b(") + a(") + 1

⇤
y0(s) + (k(")� b("))y(s) = 0,

where s 2 (0, 1) whose associated parameters are

↵(") = b(") +
1

2
�

r
v0 cosh

2 µ+
1

4
, �(") = b(") +

1

2
+

r
v0 cosh

2 µ+
1

4
,

�(") = a(") + b(") + 1.

Considering these simplifications together with the extra conditions imposed to the eigenfunction
in each of the regions R1, R2 and R3, we are able to characterize the spectrum of SERM.

For region R1, we obtain the following result.

Theorem 1 The nontrivial bound states of SERM for Region R1, ("n, n), are given by

 n(z) /
e�anz

(ez � e�z)bn
P (bn�an,bn+an)
n (� tanh z) ,

and their corresponding eigenvalues "n 2 (0, v�) fulfill the equation

kn � bn = n(n+ 2bn + 1), n 2 N [ {0},

which has solutions for a finite number of integers n; being an := a("n), bn := b("n) and kn :=

k("n). Here, P (bn�an,bn+an)
n (x) stands for the classical Jacobi polynomials.

Theorem 2 The nontrivial scattering states for Region R2 and R3, (", "), read

 "(z) /  1(z; "), " 2 (v�, v+),

 "(z) /  1(z; ") + C 2(z; "), C 2 C, " 2 (v+,1),

where  1(z; ") and  2(z; ") are given, respectively, by

 1(z; ") =
sechb(") z

ea(")z
F

✓
↵("),�("), �(");

1� tanh z

2

◆
,

 2(z; ") =
eb(")z

secha(") z
F

✓
↵(")� �(") + 1,�(")� �(") + 1, 2� �(");

1� tanh z

2

◆
,

being F (↵,�, �; s) the Gauss’s hypergeometric function.

Finally, we are able to precisely obtain the limits of each component of the spectrum.

Theorem 3 Concerning " = v± and the continuous spectrum ⌃,

1. v+ 2 ⌃ and its scattering state is written in the form

 v+(z) /  1(z; v+),

2. v� 2 ⌃ if and only if ↵(v�) = �l for some l = 0, 1, 2, . . . In that case, its scattering state,
 v�(z), reduces to

 v�(z) / e�a(v�)z secha(v�)z(z)P (0,2a(v�))
l (� tanh z) ,

being a(v�) =
1
2

p
v+ � v� but it is never square-integrable.
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Kink stability of '2p+2 field theory

The static kink solution, 'st
p (x), of NKGE for the potential

U(') =
'2('p � 2'1)2

4p2
,

where p 2 N, (p � 2), and '1 > 0, is given by

'st
p (x) = '1/p

1

✓
1 + tanh


'1xp
2

�◆1/p

.

The moving soliton can be obtained from 'st
p (x) by using the Lorentz transformation. The

Lorentz invariance also allows the kink (antikink) stability analysis to be reduced to considering
a perturbation  (x, t) = (c1ei!t + c2e�i!t) (x) around the static wave. Therefore, NKGE
is linearized around its static solution. As a consequence,  (z) verifies the following Sturm-
Liouville problem (SL) 

d2

dz2
+ ⇤2 � V (z)

�
 (z) = 0,

where z = '1x/
p
2, ⇤2 = 2(!2 � !2

ph)/'
2
1, being

!2
ph = min

⇢
lim

x!�1
U 00['st(x)], lim

x!+1
U 00['st(x)]

�
=

2'2
1

p2
,

and the function V (z) = 2 (U 00['st(z)]� !2
ph)/'

2
1 satisfies that

V (z) = �3(p+ 1)

p2
+

2(p2 � 1)

p2
tanh(z) +

(2p+ 1)(p+ 1)

p2
tanh2(z),

which is the well-known Rosen-Morse potential. Previous SL can be transformed into SERM by
denoting

v0 =
3(p+ 1)(p+ 2)

p(2p+ 1)
, tanhµ =

p� 1

2p+ 1
, " = ⇤2 +

v0(p+ 2)

3p
,

and by translating the potential. Therefore, it can be shown that v� = (p+2)2(p+1)/(p2(2p+1)),
v+ = 9(p+1)/(2p+1), and ⇤2(") ⌘ "�v�. It is straightforward to verify that, here, the condition
v0 > e2µ tanhµ is satisfied for all values of p.

Now, from Theorems 1, 2 and 3, it can be found that that there always is only one bound
state, and the solution for the bound regions is given by parameters n = 0, a0 = (p � 1)/p,
b0 = (p+ 1)/p, "0 = (p+ 5)/(2p+ 1), and the corresponding eigenfunction

 0(z) = N0e
�(p�1)z/p sech(p+1)/p(z).

Notice that, in this case, ⇤2("0) = �4/p2, implying that !("0) = 0. This frequency corresponds
to the well-known Goldstone mode meaning  0(z) / d'st

p /dz.

In addition, the state " = v� does not belong to the continuum. Hence, " 2 (v�, v+] and
" 2 (v+,+1) define the associated R2 and R3 regions, respectively; and theirs corresponding
eigenfunctions can be obtained in a similar way as shown in the previous examples. In this
way, !(") associated to the continuous spectrum, ⌃ = (v�,1), given that ⇤2(") > ⇤2(v�) = 0,
satisfy that

!2(") > !2
ph =

2'2
1

p2
> 0,

meaning the kinks are stable for every value of p � 2, p 2 N.
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3 Conclusions

This work investigates the solutions (", (z)) of the time-independent Schrödinger equation for
the Rosen-Morse type potential. The equation is transformed into a generalized hypergeometric
equation (GHE) using the variable change u = � tanh(z). By applying the Nikiforov-Uvarov
method, the solution is expressed as  (u) = �(u)y(u), where y(u) satisfies a simpler GHE. To
achieve this, �(u) is chosen to satisfy a first-order linear di↵erential equation for a convenient
⇡(u), determined after identifying the coe�cients and polynomials related to the hypergeometric
di↵erential equation (HDE).

The Rosen-Morse potential is asymmetric, leading to three regions of eigenenergies " determined
by the potential’s asymptotic values v± = v0e±2µ. The main results are stated in two theorems,
characterizing the discrete and continuous spectra. Theorem 1 deals with the discrete spectrum,
providing nb bound states  n(z) for "n 2 (0, v�). Theorem 2 addresses the continuous spectrum,
where eigenfunctions  "(z) are bounded and never square-integrable. For " 2 (v�, v+), only one
eigenfunction is bounded, while for " 2 (v+,1), both linearly independent solutions satisfy the
boundedness condition.

Finally, the stability of static kinks 'st
p (x) of the non-linear Klein-Gordon equations with '2p+2

(p � 2) potentials is also justified. For every p � 2, the corresponding Sturm-Liouville problem
has only one bound state, the Goldstone mode, indicating no internal modes. This answers a
question posed by Saxena, Christov, and Khare in [2]. The continuous spectrum is defined as
! 2 (!ph,+1), with an exception for p = 1 where the Pöschl-Teller potential arises.
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In Panayotis G. Kevrekidis and Jesús Cuevas-Maraver, editors, A Dynamical Perspective on
the �4 Model: Past, Present and Future, pages 253–279. Springer International Publishing,
Cham, 2019.

5 189

Jorge Mendonça



 

190



AMi2`M�iBQM�H *QM72`2M+2 QM J�i?2K�iB+�H �M�HvbBb �M/ �TTHB+�iBQMb BM a+B2M+2 �M/ 1M@

;BM22`BM; A*J�2a*Ƕk9
ISEP SQ`iQ@SQ`im;�H- CmM2 ky @ kk- kyk9

aQHmiBQM Q7 bvbi2Kb Q7 BMi2;`Q@/Bz2`2MiB�H 2[m�iBQMb
#�b2/ QM i?2 G�M+xQbǶ h�m K2i?Q/

CQbû �XPX J�iQb1,2ı S�mHQ "X o�b+QM+2HQb1,2 CQbû JX�X J�iQb1,3

1 *JlS- .2T�`i�K2MiQ /2 J�i2K�iB+�- 6�+mH/�/2 /2 *BāM+B�b- lMBp2`bB/�/2 /Q SQ`iQ-
_m� /Q *�KTQ �H2;`2 bfM- 9ReNĜyyd SQ`iQ USQ`im;�HV

2 61S- lMBp2`bBiv Q7 SQ`iQ- SQ`im;�H
3 Aa1S- SQ`im;�H

2ıD�K�iQb!72TXmTXTi

�#bi`�+i, h?2 aT2+i`�H h�m K2i?Q/- }`bi BMi`Q/m+2/ #v G�M+xQb BM i?2 RNjyb- Bb � i2+?@
MB[m2 iQ T`Q/m+2 TQHvMQKB�H �TT`QtBK�iBQM bQHmiBQMb Q7 HBM2�` /Bz2`2MiB�H T`Q#H2Kb rBi?
TQHvMQKB�H +Q2{+B2MibX h?Bb K2i?Q/ ?�b #22M 2tT�M/2/ iQ bQHp2 � rB/2` `�M;2 Q7 K�i?@
2K�iB+�H T`Q#H2Kb- BM+Hm/BM; i?Qb2 rBi? 7mM+iBQM�H +Q2{+B2Mib- MQMHBM2�` /Bz2`2MiB�H 2[m�@
iBQMb- �M/ BMi2;`Q@/Bz2`2MiB�H 2[m�iBQMbX
h�miQQH#Qt Bb � bQ7ir�`2 T�+F�;2 �p�BH�#H2 BM J�iH�#fP+i�p2 �M/ Svi?QM p2`bBQMb i?�i
iQQF BMbTB`�iBQM 7`QK G�M+xQbǶ h�m K2i?Q/ iQ ;2M2`�i2 TQHvMQKB�H �TT`QtBK�iBQMb 7Q` i?2b2
T`Q#H2KbX aT2+B}+�HHv- Bi BKTH2K2Mib i?2 TQHvMQKB�H bQHmiBQMb mbBM; Q`i?Q;QM�H 7�KBHB2b Q7
TQHvMQKB�HbX
PM2 Q7 i?2 K�BM Q#D2+iBp2b Q7 h�miQQH#Qt Bb iQ T`QpB/2 � mb2`@7`B2M/Hv MQi�iBQM 7Q` 2tT`2bbBM;
i?2b2 T`Q#H2KbX h?2 bQ7ir�`2 ?�M/H2b �HH i?2 M2+2bb�`v BMi2`M�H +QKTmi�iBQMb iQ bQHp2 i?2b2
T`Q#H2KbX h?Bb rQ`F 2tTHQ`2b i?2 +?�HH2M;2b �bbQ+B�i2/ rBi? 2ti2M/BM; i?2 h�miQQH#Qt iQ
bQHp2 bvbi2Kb Q7 BMi2;`Q@/Bz2`2MiB�H 2[m�iBQMbX h?2 BKTH2K2Mi�iBQM bmTTQ`ib #Qi? i?2 bQ@
HmiBQM iQ #2 /2b+`B#2/ �b UBV � TQHvMQKB�H Qp2` i?2 BMi2;`�iBQM /QK�BM �M/ UBBV iQ #`2�F
i?2 BMi2;`�iBQM /QK�BM BM � T�`iBiBQM r?2`2 i?2 bQHmiBQM +QK2b �b � TB2+2rBb2 TQHvMQKB�H
/2}M2/ Qp2` i?�i K2b?fT�`iBiBQMX

F2vrQ`/b, P`i?Q;QM�H TQHvMQKB�Hbc .Bz2`2MiB�H 1[m�iBQMbX

Ja*kyky, jj*98c j9@y9X

�+FMQrH2/;K2Mib

h?2 �mi?Q`b r2`2 T�`iB�HHv bmTTQ`i2/ #v *JlS- K2K#2` Q7 G�aA- r?B+? Bb }M�M+2/ #v M�iBQM�H
7mM/b i?`Qm;? 6*h Ĝ 6mM/�Ï½Q T�`� � *BāM+B� 2 � h2+MQHQ;B�- AXSX- mM/2` i?2 T`QD2+ib rBi?
`272`2M+2 lA."fyyR99fkyky �M/ lA.SfyyR99fkykyX

191



 

192



International Conference onMathematicalAnalysis andApplications in Science andEngineering

ICMA2SC’24

ISEP Porto-Portugal, June 20 - 22, 2024

Numerical study of a partial di↵erential equation
with nonstandard growth conditions
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Abstract: In this talk, we investigate a partial di↵erential equation with nonstandard
growth conditions involving the p-biharmonic operator. Using a change of variable, we
transform the fourth-order nonlinear parabolic problem into a system of two second-order
di↵erential equations. Applying Brouwer’s fixed point theorem we prove the existence of the
discrete solution. The uniqueness and a priori estimates of the discrete solution are demon-
strated using classic Functional Analysis techniques. Additionally, we study the order of
convergence in space and time considering a one-dimensional spatial domain. Finally, using
the finite element method with Lagrange basis, we implement the computational code in
Matlab software and present some examples to illustrate and validate the theory.
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Abstract: In this paper, numerical simulations of a compressible micropolar fluid flow be-

tween moving parallel plates are presented. The fluid is characterized as viscous and ther-

mally conductive with polytropic thermodynamic properties. The considered shear flow is

unsteady and takes place between two solid and thermally isolated horizontal plates moving

irrotationally. The mathematical model is three-dimensional, but the variables depend on

only one spatial variable. It is formulated in the Lagrangian description. Various numer-

ical simulations are conducted to investigate the model’s behavior on problems with non-

homogeneous boundary conditions. The numerical approximations are performed using the

finite di↵erence scheme and the Faedo-Galerkin method. The finite di↵erence method o↵ers

advantages over the Faedo-Galerkin method as it implements non-homogeneous boundary

conditions directly and its computational complexity is less demanding. Comparisons of the

obtained results show good agreement between the two approaches.

keywords: compressible micropolar fluid; parallel plates; numerical simulations; finite dif-

ference approximations; Faedo-Galerkin method.
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1 Introduction

Micropolar fluid theory extends classical fluid mechanics by incorporating the microstructure

and microrotation of fluid particles. Here we study of a shear flow problem between two moving

parallel plates. The mathematical model consists of the conservation laws for mass, momentum,

momentum moment and energy and includes the constitutive equations for micropolar contin-

uum, Fourier’s law, and the assumption that the fluid is perfect and polytropic. By focusing on

a scenario in which all variables depend on a single spatial variable, the study in [1] simplifies

the three-dimensional model into a more tractable form expressed in Lagrangian coordinates as

@t⇢+ L�1⇢2@yu = 0, (1)

@tu = �L�1R@y(⇢✓) + L�2
(�+ 2µ)@y(⇢ @yu), (2)

@tu = L�2
(µ+ µr)@y(⇢ @yu) + 2L�1µrr⇥w, (3)

jI@tw = L�2
(c0 + 2cd)@y(⇢ @y!1)� 4µr⇢

�1w, (4)

jI@tw = L�2
(cd + ca)@y(⇢ @yw)� 4µr⇢

�1w + 2L�1µrr⇥ u, (5)

cv@t✓ = L�2k✓@y(⇢@y✓)� L�1R⇢✓@yu+ L�2
(�+ 2µ)⇢(@yu)

2
+ L�2

(µ+ µr)⇢|@yu|2 + 4µr⇢
�1w2

+ 4µr⇢
�1|w|2 � 4L�1µr(r⇥ u) ·w + L�2

(c0 + 2cd)⇢(@yw)
2
+ L�2

(cd + ca)⇢|@yw|2, (6)
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for (y, t) 2]0, 1[⇥]0, T [. Here ⇢, v = (u, v2, v3), ! = (w,!2,!3), and ✓ are mass density, velocity,

microrotation velocity, and absolute temperature, respectively. The notation u = (0, v2, v3),
w = (0,!2,!3) is used here. jI , �, µ, µr, c0, cd, ca, k✓, cv and R are physical constants that

should satisfy some physical constraints. To formulate the specific type of the flow, the initial

and boundary conditions should be added to the system (1)-(6). We assume that both plates can

move irrotationally. Their motion, written in Eulerian coordinates, is defined with the following

boundary conditions for the velocity vector v:

v(hL(t), t) = vL(t) = (uL(t), v2L(t), v3L(t)), v(hR(t), t) = vR(t) = (uR(t), v2R(t), v3R(t)),
(7)

where hL(t) =
R t
0 uL(⌧)d⌧ and hR(t) = h+

R t
0 uR(⌧)d⌧ denote smoothly moving domain bound-

aries. Since the system (1)-(6) is given in normalized mass Lagrangian coordinates, the mov-

ing domain boundaries become fixed and the spatial domain is equal to [0, 1], so that the

boundary conditions for the velocity becomes: v(0, t) = (uL(t), v2L(t), v3L(t)) and v(1, t) =

(uR(t), v2R(t), v3R(t)). We assume homogeneous boundary conditions for the microrotation field

and the heat flux, i.e. !(0, t) = !(1, t) = 0, @y✓(0, t) = @y✓(1, t) = 0.

For initial conditions we take ⇢(x, 0) = ⇢0(x), ✓(x, 0) = ✓0(x), v(x, 0) = (u0(x), v20(x), v30(x)) ,
and !(x, 0) = (w0(x),!20(x),!30(x)), where the functions on the right-hand sides are smooth.

The variable y of the mass Lagrangian coordinate system is defined by y = L�1⌘(⇠), where

⌘(⇠) =
R ⇠
0 ⇢0(s)ds and L = ⌘(h), and (⇠, t) denotes the Lagrangian coordinates, which are

related to the Eulerian coordinates by

x(⇠, t) = x0(⇠) +

Z t

0
u(x(⇠, ⌧), ⌧) d⌧, x0(⇠) = ⇠ = ⌘�1

(Ly).

By integrating (1) over [0, 1]⇥ [0, t], and using boundary conditions for u, one obtainsZ 1

0

dy

⇢(y, t)
=

Z 1

0

dy

⇢0(x)
+

1

L

Z t

0
(uR(⌧)� uL(⌧))d⌧ = A(t). (8)

To define problem appropriately, we assume that there exists a constant � > 0 such that A(t) � �
for t 2 [0, T i. We expect that if this condition is satisfied, and if the initial and boundary

functions are smooth enough, there exists the generalized solution of our problem. We are

interested here in the numerical simulations of the flow modeled by the described model.

2 Results and discussion

Finite di↵erence scheme. We propose here the finite di↵erence scheme based on the semi-

discrete approach. It uses a uniform staggered grid for spatial discretization. The staggered

grid points are denoted by yk = kh, k 2 {0, 1, . . . , N} and yj = jh, j 2
�
1
2 , . . . , N � 1

2

 
, where

h =
1
N . We construct the following time dependent functions

⇢j(t), ✓j(t), uk(t),uk(t), wk(t),wk(t), j = 1
2 , . . . , N � 1

2 , k = 0, 1, . . . , N, (9)

which represent a discrete approximation to the solution at the corresponding grid points. These

functions are determined as the solution of the ordinary di↵erential equation system obtained

by introducing the spatial discretization into the system (1)-(6) in which the partial derivatives

are approximated by @yg(yl, t) ⇡
g
l+1

2
�g

l� 1
2

h , for l = j or l = k.

Faedo-Galerkin method. Faedo-Galerkin method is applied to this system in a similar way

as in [2]. The method consists of two steps: the first is the transformation of the variables to

homogenize the boundary conditions, and the second is the application of the Faedo-Galerkin

method to the system in the new variables. The approximate solutions are constructed in the

form of trigonometric polynomials. The coe�cients of these polynomials are obtained as the
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Figure 1: The comparison of the results obtained by finite-di↵erence scheme and Faedo-Galerkin

method.

solution of an ordinary di↵erential equation system obtained in accordance to the Faedo-Galerkin

method.

In both numerical approaches the solutions of the obtained ordinary di↵erential equations sys-

tems are calculated using the third order strongly stable explicit Runge-Kutta method.

Numerical example. We consider the problem defined with the following initial functions:

⇢0(x) = 1, v0(x) = sin (⇡x)(1, 1, 1),!0(x) = sin (2⇡x)(1, 1, 1), ✓0(x) = 2 + cos(⇡x).

Non-homogeneous boundary conditions modeling moving plates are defined by

vL(t) = �0.5 sin(⇡t)(1, 0, 0), vR(t) = 0.5 sin(⇡t)(1, 1, 1).

For the initial domain we take h = 1. The other parameters of the system are set to: L = 1,

cd = c0 = cv = 10
�3

, R = 1, jI = 1, ca = 0, � = �2 · 10�3
, µr = 10

�3
, µ = 3 · 10�3

, k✓ = 0.024.

3 Conclusions and Future work

Both the finite di↵erence scheme and Faedo-Galerkin method e↵ectively model compressible

micropolar fluid flow between moving plates, with good agreement between them. The simula-

tions provided insights into the dynamics of the fluid flow and the influence of the initial and

boundary conditions. In future work we will investigate more complex boundary conditions and

extend the model to the real gas flow.
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Abstract: In this work, we present a Continuous/Discontinuous Finite Element Method
(CD-FEM) with interior penalty terms to solve nonlinear fourth-order problems arising in
the analysis of fluid flow confinement. Specifically, we consider stationary flows governed by
stream-function formulations of the Stokes or Navier-Stokes equations. Here, our focus lies
on the numerical solutions obtained through the CD-FEM scheme. To show the applicability
and robustness of the numerical model, we present several test cases. Additionally, we
illustrate the e↵ect of the nonlinear term in these systems, which is given by a feedback
forces field associated with the confinement property of the fluid flow. Finally, we provide
some numerical tests showcasing the extension of this numerical scheme to the stream-
function formulation of the transient Navier-Stokes model.

keywords: 2d Navier-Stokes; CD-FEM; Feedback forces.
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1 Introduction

Given a bounded domain ⌦ := (0,K) ⇥ (0, L) of R2, where L and K are positive constants,
let us consider the following problem arising from the Navier-Stokes equations with a feedback
forces field written in a stream-function formulation:

⌫�2
 +  x� y �  y� x = �

�
| y|��2

 y
�
y

in ⌦, (1.1)

 = f⇤ and
@ 

@n
= g⇤ on �

⇤
, (1.2)

 = 0 and
@ 

@n
= 0 on �

0
, (1.3)

where the stream-function is denoted by  , �2
 accounts for the bi-Laplacian of  , @ 

@n is the
normal derivative of  , with n = (n1, n2) standing for the outward unit normal to the boundary
@⌦ of the domain ⌦, which in turn is decomposed into the following two disjoint subsets

�
⇤
:= {(x, y) 2 [0,K]⇥ [0, L] : x = 0}, �0

:= {(x, y) 2 (0,K]⇥ [0, L] : y = 0 _ y = L _ x = K}.
(1.4)

199



Moreover, the feedback forces field, written in terms of the stream function, reads as

f(x, y,� x) = ��
�
| y|��2

 y, 0
�
. (1.5)

where � > 0 is a constant that accounts for the intensity of the forces field, and � > 1 is another
constant that characterizes the flow.

Data f⇤ and g⇤, given in (1.2), can be written in terms of the prescribed velocity of the fluid flow
(u⇤, v⇤) at the strip entrance x = 0 as follows f⇤(y) =

R y
0 u⇤(s) ds, g⇤(y) = v⇤(y), y 2 (0, L),

and are assumed to satisfy the compatibility conditions f⇤(0) = f⇤(L) = g⇤(0) = g⇤(L) = 0.

Note that the Stokes problem arises when the terms  x� y �  y� x in (1.1) are disregarded.
A detailed study of these numerical problems can be found in Oliveira and Lopes [1] and [2],
where the existence and uniqueness of weak solutions for the associated continuous and discrete
problems, as well as the consistency, stability and convergence of the numerical method, are
rigorously proven.

The aim of the present work is to study the numerical solution of the boundary-value problem
(1.1)-(1.3) by using the the Continuous/Discontinuous Finite Element Method.

2 Results and discussion

With respect to the Continuous/Discontinuous Finite Element Method (CD-FEM), introduced
in [3] and used in our work for the numerical study, it has been widely used over the last 20
years, especially to numerically study higher order PDEs. It is worth mentioning that the main
feature of this method is the weak enforcement of continuity of first and higher-order derivatives
through stabilization terms on interior boundaries. Further developments of this method, were
subsequently carried out by many authors, among whom [4,5, 6].

Several test cases were considered in order to show the applicability and robustness of the
numerical method. Here, we use a test case to illustrate the e↵ects related to the advection
and feedback forces field (see [7]). We stress that in order to approximate the exact solution  h

of the discrete nonlinear problem, we have used a Picard-type iterative method. This iterative
procedure is stopped when the relative error (calculated in the L2(⌦), H1(⌦) and l

1(⌦) norms)
between two consecutive approximations reaches a certain threshold value " > 0.

In this framework, let us consider the following problem:

�2
 +

1

⌫
( x� y �  y� x)�

�

⌫

�
| y|��2

 y
�
y
= 0 in ⌦ := (0, 4)⇥ (0, 1), (2.1)

 = 0 and
@ 

@n
= 0 on y = 0, y = 1 and on x = 4, (2.2)

 = 0 and
@ 

@n
= �100⇡e

4� 8
1�(�2y+1)4 on x = 0 for y 2 (0, 1). (2.3)

The computational domain is discretized using a symmetric triangular mesh with 200 and 50
equally spaced intervals along the x-axis and y-axis parallel boundaries, respectively.

For this experiment, the exponent of nonlinearity � and the magnitude � of the feedback forces
field are fixed at � = 1.5 and � = 1, respectively. On the other hand, we vary the values for the
kinematics viscosity ⌫. In Fig. 1 one can see the numerical solutions  h

⌫ for the given test problem
for ⌫�1 2 {1, 15}. As can be observed from these figures, decreasing the value of the kinematics
viscosity produces two e↵ects on the behavior of the solutions: it makes the solution asymmetric
around the horizontal line with y = 0.5, pulling the maximum of the solution towards the x-axis
(see Fig. 1); it accentuates the decay of the solution along the x-axis (see Fig. 1).
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Figure 1: Contour plots of  h
⌫ with � = 1.5 and � = 1.0 for ⌫ = 1(left) and ⌫ = 1

15 (right)
.

Finally, we show the damping of the solutions by decreasing the value of the exponent of the
feedback forces field �. We start by comparing the numerical solutions of (2.1)–(2.3) for di↵erent
values of �. More specifically, in what follows we consider � 2 {1.1, 1.75}. On the other hand,
the kinematics viscosity and the intensity of the feedback forces field are assumed to be fixed:
⌫ = 10�1 and � = 4. Here, we denote these numerical solutions by  h

� . In Fig. 2 we show of the
contour lines for the solutions  h

� with values of � decreasing from 1.75 to 1.1. We can observe
the damping e↵ect occurring as the parameter � decreases. This e↵ect is visually demonstrated
through contour plots of the solutions, wherein decreasing values of � consistently shift the
isovalues of the solutions toward the y-axis.

Figure 2: Contour plots of  h
� with x 2 (0, 0.8) for � 2 {1.1, 1.75}.

3 Conclusions and future work

This work is part of a project we developed to study, both from an analytical and numerical
point of view, the 2d Navier-Stokes equations with feedback forces fields that are able to con-
fine the fluid. In the first two outputs [1, 2] of this project, we have studied the Stokes and
Navier-Stokes versions of the problem (1.1)-(1.3) with respect to the existence and uniqueness
of weak solutions for both continuous and discrete problems, and we have shown analytically
the consistency, stability and convergence of the proposed numerical method. Additionally, the
proposed numerical scheme has shown robustness in addressing these challenges.

Finally, it should be mentioned that the transient version of the Navier-Stokes problem is still
open. We are currently working on the extension of the numerical method to handle the transient
problem. Initial results suggest that this numerical scheme is very promising. In Fig.: 3 one can
see the initial condition and the solution  h after 50 time steps for the transient problem with a
time dependent Dirichlet boundary condition imposed at the strip entrance. Our next goal will
be to tackle the confinement property.
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Figure 3: Contour plots of  h
�=1.5 at two di↵erent time steps.
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Abstract: Collecting a large amount of data over time generates time series, making it important to study 

anomalies/outliers that may be errors or events of interest. 

This article aims to improve the detection of anomalies/outliers in time series, identifying errors that allow data cleaning 

or identifying changes in the time series that can identify events of interest. 

Two different techniques for detecting outliers in time series are implemented according to the input data type 

(univariate or multivariate time series), the type of outlier (point outliers, subsequence outliers or an entire outlier time 

series), the nature of the method (univariate or multivariate method) and model-based methods (estimation or prediction 

models), with the aim of comparing their performances to see which one is more efficient in detecting outliers in time 

series. 

The data is processed and analyzed, comparing and discussing the results obtained. 

Finally, the main conclusions of the work are drawn and perspectives for future work are presented to improve even 

better the detection of anomalies/outliers in time series. 
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1 Introduction 

 
The advances in technology have enabled the collection of a vast quantity of data over time in a 
multitude of fields, including finance, cybersecurity, health monitoring and machine learning, among 
others. The accumulation of such a substantial amount of data over an extended period of time generates 
time series, which necessitates the examination of anomalies or outliers that may be errors or events of 
interest. Outlier detection is the process of identifying points in the data that are markedly distinct from 
the majority of other data points [1]. 
This work aims to enhance the identification of anomalies/outliers in time series, thereby enabling the 
detection of errors that facilitate data cleansing or the identification of changes in the time series that 
can indicate the occurrence of events of interest. 
Two distinct methodologies for identifying outliers in time series have been developed, contingent upon 
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the nature of the input data (univariate or multivariate time series), the type of outlier (point outliers, 
subsequence outliers or an entire outlier time series), the character of the method (univariate or 
multivariate method) and model-based methods (estimation or prediction models) [1]. The objective is 
to evaluate the efficacy of these approaches in detecting outliers in time series, with a view to identifying 
the most effective method. 
In the Results and Discussion section, the Median time series modelling method and the Median 
Absolute Deviation (MAD) estimate method are presented and implemented. The data is processed and 
analysed, with comparisons and discussions of the results obtained. 
In the final section, the main conclusions of the work are drawn, along with perspectives for future work 
to further enhance the detection of anomalies/outliers in time series. 
 
2 Results and discussion 

 
A. DATA 
The dataset represents a historical record of stock market activity extracted from Yahoo Finance, 
spanning a five-year period. The dataset comprises daily records of stock performance metrics for the 
500 largest companies based on market capitalization [2]. 
However, this study focused on the volume of AAPL shares traded in the period between 9 July and 6 
August 2020. This was a period of significant turbulence for the company in question and there is a 
strong possibility of detecting outliers, as can be seen in Figure 1 below. 
 

 
Figure 1 - Time series of the volume of shares traded by AAPL between 9th July and 6th August. 
 
The efficacy of outlier detection techniques for time series data is contingent upon the input type of 
data, the specific type of outlier, the nature of the method and model-based methods to be applied. 
The input data may be univariate or multivariate, but in this case, it is univariate. This is because 𝑋 =
{𝑋𝑡}𝑡∈𝑇 is an ordered set of observations with real values, where each observation is recorded at a 
given time 𝑡 ∈ 𝑇 ⊆ ℤ+ [1]. 
The outlier type may be a single point, a contiguous subsequence or an entire time series. In this 
instance, the outlier is a point, as it stands out anomalously when compared to the other values in the 
time series (global outlier) or its neighboring points (local outlier). 
The method may be univariate or multivariate in nature. In this instance, the method is univariate, as it 
considers a single time-dependent variable. 
In a univariate time series, a point in time t is considered an outlier if the distance to its expected value 
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is greater than a predefined threshold τ: |𝑥𝑡 − 𝑥𝑡| > 𝜏.      (1) 
, where 𝑥𝑡 is an observed point and 𝑥𝑡 is its expected value [1]. 
The outlier detection methods based on the strategy described in equation (1) are referred to as model-
based methods. If the estimated value, 𝑥𝑡, is derived from observations preceding and following the 
observed value, 𝑥𝑡, then the technique is referred to as an estimation-based method. Conversely, if the 
estimated value, 𝑥𝑡, is derived only from observations preceding the observed value, 𝑥𝑡, then the 
technique is referred to as a prediction-based method. 
 
B. Methodology 
In this study, the data is univariate, the outlier point is also univariate and the method is 
also univariate. The simplest estimation models, using basic statistical measures, are the 
Median model [3] or the Median Absolute Deviation (MAD) model [4], which are used 
to obtain the expected value 𝑥𝑡. 
Median and MAD models are often used for robust statistics, particularly for detecting 
outliers in time series data, which is the case in this study and are both implemented with 
the R programme. 
The Median model detects outliers by comparing each point to the median of the dataset 
𝑀𝑒(𝑥𝑡) and predefining 𝜏 = 3 as the threshold for detecting outliers, since the most 
commonly used value [3]. Points that are significantly different from the median are 
considered outliers, in other words, the points that fulfil the following inequality: 
|𝑥𝑡 −𝑀𝑒(𝑥𝑡)| > 𝜏.           (2) 
Thus, the outliers are the points that are outside the window defined by the threshold. 
The Median model presented is a simple model based on the Median estimation model 
presented in [3].  
The MAD model is a robust measure of dispersion, calculated as the median of the 
absolute deviations from the median, the MAD value, using R's mad function with the 
constant equal to unity, considering that the data has a normal distribution. It’s predefined 
𝜏 = 3 ∗𝑀𝐴𝐷 as threshold for detecting outliers, since the most commonly used value [4].  
Points that are significantly different from the median are considered outliers, in other 
words, the points that fulfil the following inequality: |𝑥𝑡 −𝑀𝑒(𝑥𝑡)| > 𝜏 .  (3) 
Thus, the outliers are the points that are outside the window defined by the threshold. The 
MAD model presented is a simple model based on the MAD estimation model presented 
in [4].  
Note both models presented can also be defined taking only past observations into account, 
using the prediction model. 
 
C. RESULTS 

The output from the Median model algorithm is that the median value is 125642800 and that all 
observations are outliers, except the first observation. 
On the other hand, the output from the MAD model is the same median, as expected, the MAD value 
is 35324800, the threshold for outlier detection is 105974400 and identifies only the 17th and 18th 
observations as outliers, 374336800 and 308151200, respectively. 
 

D. DISCUSSION 

It is evident that the MAD model is demonstrably more efficacious than the Median model in the 
detection of outliers. It is noteworthy that the MAD model may be applied to data exhibiting a non-
normal distribution.  
By modifying the default values of the thresholds, it is possible to create a Median model with a reduced 
number of outliers and a MAD model with a greater number of outliers. This would be a worthwhile 
area for further investigation, with a focus on analysing the sensitivity (the proportion of actual positive 
cases that are correctly identified by the model) and specificity (the proportion of actual negative cases 
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that are correctly identified by the model) of the two models under consideration [4]. 
It would also be beneficial to compare the MAD model with other methods based on estimation and 
prediction models. 
 
3 Conclusions and Future work 

 
The study concluded that the MAD estimation model is significantly more efficient than the Median 
model. Further research would be beneficial by comparing the MAD model with the autoregressive 
integrated moving average (ARIMA) time series model. This is because the ARIMA model is also a 
univariate method and an estimation model. It would also be interesting to compare it with other 
estimation and forecasting models. It is also possible to use other variables in addition to the volume of 
shares, either individually or collectively, in relation to AAPL or other companies, over a range of time 
periods, including the full five-year period. 
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1 Introduction

There are many works on statistical modeling of crime. There are also works on mathemat-
ical modeling of crime, based on high-dimensional ordinary di↵erential equations and partial
di↵erential equations [1, 2]. However, although useful for analyzing and simulating system dy-
namics, these mathematical models are not usually amenable to fitting real crime data, due to
the complexities involved in the formulations.

We only found three works on di↵erential equations with real-data fitting: Manchester [3], Cape
Town [4], and Los Angeles and Houston [5]. We then decided to investigate di↵erential equation-
based models for crime, focusing on real-data fitting. The main objective was the spatio-temporal
modeling of crime records. We started with usual models from mathematical epidemiology,
considering interactions in crime [6]. But we did not find a good way to calibrate parameters
in general. Hence we moved to stochastic di↵erential equations, based on quantitative-finance
methodologies. We focus on [7, 8].

2 Compartmental models

The population is divided into o↵ender and non-o↵ender individuals. An o↵ender is defined as
a person who commits an illegal act that should require attention by authorities (for instance,
with a fine, community services, or lack of liberty). At a certain time instant, o↵enders may or
may not be in prison. The latter situation may occur when the person has not yet been caught
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by the police, he/she is waiting for trial or decisions but out of jail, or he/she has been found
guilty and is serving sentence but not with penalty of deprivation of liberty.

The compartmental model is

8
><

>:

dS
dt = �� �SL+ rP + a1L� µS,
dL
dt = �SL� a1L� a2L� µL,
dP
dt = a2L� rP � µP,

(1)

where S(t) is the amount of susceptible individuals, L(t) is the amount of o↵enders in liberty, and
P (t) is the amount of o↵enders in prison, at instant t � 0. The total population N = S+L+P
is constant. The total number of individuals convinced by an o↵ender is given by the basic
reproduction number,

R0 =
�N

a1 + a2 + µ
. (2)

A result is the following:

If R0  1, then the CFE is globally asymptotically stable.

If R0 > 1, then the CEE is globally asymptotically stable.

It indicates that if R0  1, then criminality is eradicated at long term. Although our proposed
model is an idealization of the complex process of criminality, it demonstrates how suitable
policies that manipulate the parameters (i.e. the transitions between states) eventually a↵ect
the proportion of criminally active people in the population. When R0 > 1, criminality is not
descending and concrete policies should be implemented.

In Spain, with real data on imprisonment, the basic reproduction number is R0 = 0.998. Since
it is less than 1, one concludes that, if things remain the same and the parameters keep time in-
variant, criminality will become extinct in the future. However, R0 is actually near the threshold
1, so any variation of the parameters may make it greater than 1 and make criminality endemic.
There should be control policies to ensure that R0 does not grow and, even better, reduces.

The sensitivity index of a parameter � is

�� =
@R0

@�
⇥ �.

In Spain, the sensitivity indices are

�� = 0.998, �a1 = �0.247, �a2 = �0.751.

Thus, the most important parameter to control is the force of influence, followed by the transi-
tions from L to P and from L to S.

To account for the unexplained variability of the data and obtain probabilistic intervals, a
random error is incorporated into the model. This random error is a Gaussian white noise with
bounded homogeneous variance. Nonlinear regression is employed as a generalization of linear
regression. A 95% confidence interval for R0 is [0.968, 1.030]. See the details in [7].

3 Stochastic models of Itô type

The reader is referred to [8]. Our dataset contains information about reported criminal events in
the city of Valencia (Spain) for ten complete years, from 2010 to 2020. We have a total of 90247
events communicated to the 112-emergency phone, split into aggression (55610 cases), stealing
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(25342 cases), woman alarm (454 cases) and others (8841 cases). Each incident is located in
Valencia by its latitude and longitude position. We assign a zip code (a patch) to each latitude-
longitude location, among the 26 codes existing in Valencia, from 46001 until 46026. This
procedure gives 26 time series, along eleven years.

The proposed model of Itô stochastic di↵erential equations, for n = 26, is

dx1,t = µ1x1,t dt+ �1x1,t dB1,t, . . . , dxn,t = µnxn,t dt+ �nxn,t dBn,t.

The Brownian motions satisfy corr[Bi,t, Bj,t] = ⇢ij 2 [�1, 1]. The construction is as follows:
given the correlation matrix A = (⇢ij)i,j and given auxiliary independent Brownian motions
B̃1,t = B1,t, B̃2,t, . . . , B̃n,t, just define

0

B@
B1,t
...

Bn,t

1

CA = L

0

B@
B̃1,t
...

B̃n,t

1

CA ,

where L is a lower-triangular matrix and A = LL> is the Cholesky decomposition of A. A
relevant property is corr[dxi,t, dxj,t|xi,t, xj,t] = ⇢ij .

The key role of correlation: It measures how similar the increasing and decreasing patterns
of crime incidence around the expected value are between zip codes. In practice, knowledge
of spatial correlations permits reallocating police personnel, given an unexpected escalation of
criminal activity in a specific district. The proposed methodology may be applied to fit whole
trend time series, obtain the correlations between the zip codes, and forecast incidences at short
term.
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density function of the aforementioned quantities of interest.

keywords: Probabilistic Transformation Method; Statically determinate beams; Statically
indeterminate beams; Probability density function; Deflection; Bending moment; Shear
Force.

This abstract is included in Special Session #9: Modeling with Differential and Difference

Equations with Uncertainties.

1 Introduction

In this contribution, we consider an Euler-Bernoulli beam, which is represented by the following
linear fourth-order differential equation [1]

d4 u(x)

dx4
=

1

EI
q(x), 0 < x < l, (1)

where u = u(x) represents the static deflection of the beam of length l at the spatial position x on
the beam. The product EI is the flexural rigidity, where E stands for the Young’s modulus and
I denotes the moment of inertia. Finally, q(x) represents the load distribution over the beam.
In this contribution we will consider that q(x) is a single load placed at a random position, that
is, q(x) = F0R−1(x−Xf ), where F0 is a random variable representing the intensity of the load,
1R−1(x−Xf ) = δ(x−Xf ) is the Dirac delta function and Xf is the random variable that repre-
sents the position of the load over the beam. These random variables are defined in a common

1R−1(·) is the most common generalized function. In this work, we will use the linear and cubic ramp functions,
that is,

Rn(x−Xf ) =

{
0, if x < Xf ,
1
n!
(x−Xf )

n, if x > Xf ,
(2)

for n = 1, 3, respectively.
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complete probability space (Ω,FΩ,P). In Mechanical Engineering, incorporating randomness
into loads and their positions is essential. This approach reflects real-world variability, ensuring
that designs are robust and capable of withstanding unpredictable conditions effectively.

To be precise, we will study a simply supported beam that is characterized by the following
boundary conditions u(0) = 0, u(l) = 0, u′′(0) = 0 and u′′(l) = 0. The simply supported beam
is a structural element supported at both ends with no resistance to rotation. They can be
found in building construction, where they can create floor and roof structures, and support
heavy loads. Fig. 1 shows a graphical representation of this case. The main goal will be to
obtain the first probability density function (1-PDF) of the deflection, the shear force, and the
bending moment via the Probabilistic Transformation Method (PTM) [2].

Figure 1: Simply supported beam with the random load positioned arbitrarily.

2 Results and discussion

First, we begin by establishing the necessary components to obtain the 1-PDF, two domains,
D+ = {ω ∈ Ω : x < Xf (ω)} and D− = {ω ∈ Ω : x > Xf (ω)} and the two complementary

events P1 = PXf
[D+] =

∫ max(b,x)
max(a,x) pXf

(xf ) dxf , and P2 = [D−] =
∫ min(b,x)
min(a,x) pXf

(xf ) dxf , where

P1 + P2 = 1. Here, pXf
(xf ) denotes the PDF of Xf .

Solving model (1) with the corresponding boundary conditions, gives the deflection of a simply
supported beam

u(x) =
F0

EI

(
R3(x−Xf )−

1

6l
(l −Xf )x

3 − 1

6l
(l −Xf )

3x+
l

6
(l −Xf )x

)
. (3)

After applying the PTM, and considering the definition of R3(·) and the expressions D+, D−,
P1 and P2, previously defined, one can obtain the PDF of the deflection:

pu(x)(u) =P1

∫
D(D+)

pF0

(
uEI

(
− 1

6l
(l − xf )x

3 − 1

6l
(l − xf )

3x+
l

6
(l − xf )x

)−1
)

· pXf
(xf )

∣∣∣∣∣EI

(
− 1

6l
(l − xf )x

3 − 1

6l
(l − xf )

3x+
l

6
(l − xf )x

)−1
∣∣∣∣∣dxf

+ P2

∫
D(D−)

pF0

(
uEI

(
1

6
(x− xf )

3 − 1

6l
(l − xf )x

3 − 1

6l
(l − xf )

3x+
l

6
(l − xf )x

)−1
)

· pXf
(xf )

∣∣∣∣∣EI

(
1

6
(x− xf )

3 − 1

6l
(l − xf )x

3 − 1

6l
(l − xf )

3x+
l

6
(l − xf )x

)−1
∣∣∣∣∣dxf .

(4)

It is easy to check that he bending moment is given by

M(x) = −EIu′′(x) = F0

(
1

l
(l −Xf )x−R1(x−Xf )

)
. (5)
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Then, applying the PTM, taking into account the definition of R1(·) and the probabilities P1

and P2, one can obtain after some calculations that the 1-PDF

pM(x)(m) = P1

∫
D(D+)

pF0

(
ml

x(l − xf )

)
pXf

(xf )

∣∣∣∣ l

x(l − xf )

∣∣∣∣ dxf (6)

+ P2

∫
D(D−)

pF0

(
m

xf (1− x/l)

)
pXf

(xf )

∣∣∣∣ 1

xf (1− x/l)

∣∣∣∣ dxf . (7)

It can be checked that the shear force can be explicitly expressed as

T (x) = −EIu′′′(x) = F0

(
1

l
(l −Xf )−R0(x−Xf )

)
(8)

Utilizing the PTM, it can be seen that the PDF of the shear force is given by

pT (x)(t) = P1

∫
D(D+)

pF0

(
tl

l − xf

)
pXf

(xf )

∣∣∣∣ l

l − xf

∣∣∣∣ dxf (9)

+ P2

∫
D(D−)

pF0

(
−lt

xf

)
pXf

(xf )

∣∣∣∣−l

xf

∣∣∣∣dxf . (10)

Example 1 For the deterministic parameters, we have considered a beam of length l = 10m,
with material properties: E = 25 · 109N/m2, Young’s modulus, and I = 1.35 · 10−3m4, the
moment of inertia. And for the random parameters, we have considered that the intensity of
the load follows a normal distribution with mean µF0 = 500 · 103N and standard deviation
σF0 = 0.25 · µF0 N, then F0 ∼ N(µF0 , σF0). For the random position, we also have taken a
normal distribution with mean µXf

= 6m and standard deviation σXf
= 0.25 · µXf

m, then
Xf ∼ mathrmNT (µXf

, σXf
), where T = [0, l].

Figures 2a, 3a and 4a show, in color red, the mean (solid line) obtained by means of the 1-PDF
and confidence intervals (dotted lines) constructed through the mean plus/minus 2 standard
deviations. In color blue, we show the deterministic results for the deflection, bending moment,
and shear force, respectively. Figures 2b, 3b, and 4b show the 1-PDF of the three mechanical
characteristics of the beam. We can observe in all of them, that the variance increases in the
middle of the beam, approximately.

2 4 6 8 10
x

0.1

0.2

0.3

0.4

u(x)

u(x) deterministic

μu (x) ± kσ

μu (x) PTM

(a)

0.1 0.2 0.3 0.4 0.5 0.6
u

5

10

15

fu (x)(u)

fu (1)(u) fu (2)(u) fu (3)(u)

fu (4)(u) fu (5)(u) fu (6)(u)

fu (7)(u) fu (8)(u) fu (9)(u)

(b)

Figure 2: Deflection.

3 Conclusions and Future work

In this contribution, we have studied a fundamental model from a probabilistic approach to
describe the deflection of a simply supported beam under the influence of a randomly positioned
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x
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(a)

500000 1.0×106 1.5×106 2.0×106 2.5×106
m
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2.×10-6

3.×10-6

4.×10-6

fM (x)(m)

fM (1)(m) fM (2)(m) fM (3)(m)

fM (4)(m) fM (5)(m) fM (6)(m)

fM (7)(m) fM (8)(m) fM (9)(m)

(b)

Figure 3: Bending moment.
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x
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μT (x) ± 2σ
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(a)
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fT (0)(t) fT (1)(t) fT (2)(t)
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fT (6)(t) fT (7)(t) fT (8)(t)

fT (9)(t) fT (10)(t)

(b)

Figure 4: Shear force.

load. We have obtained the first probability density function of the deflection, the bending
moment, and the shear force of the beam, providing a numerical example. In future works, we

are going to consider the load a delta-correlated process given by q(x) =
∑N(x)

i=1 FiR−1(x−Xi),
where N(x) denotes a Poisson counting process. In this setting, we will apply the theoretical
findings to different types of beams.
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Abstract: In this work, we propose a method to empirically estimate the joint probability
density function of the parameters of a random model of the antibiotic resistance dynamics
of a microorganism. The main idea is to calibrate the model using the Particle Swarm Opti-
mization evolutionary algorithm, and subsequently select a subset of PSO evaluations that
equidistributively represent the parameter search space and that whose solutions better fit
the data, taking into account their randomness. As a case study, we have calibrated the
model with available data series on the resistance proportion of colistin-resistant Acineto-
bacter baumannii in the Valencian Community, Spain, during the 2012-2020 period. The
results show how our method allows us to generate a multivariate distribution for the ran-
dom model parameters which does not respond to any a priori prefixed family of probability
distributions, and whose samples adequately fit the data and capture their uncertainty.
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1 Introduction

Antibiotic resistance is one of the most concerning public health threats in recent years [5].
The emergence of resistance to new antibiotic drugs, which has been particularly fast in recent
years, has been mainly linked to the non-rational consumption of antibiotics [3]. In addition, the
inherently random nature of the biological process and the method of collecting and recording
data add a certain randomness to the dynamics of the process. In this context, although it
has been little applied, mathematical modelling with uncertainty can be particularly useful to
describe and predict the antibiotic resistance dynamics over time.

A random model describing the dynamics of the antibiotic resistance proportion p(t) considering
antibiotic consumption [1] is given by equation

p(t,!) =
e⌧(!)A(t)��(!)t+✓0(!)

e⌧(!)A(t)��(!)t+✓0(!) + 1
2 (0, 1), ! 2 ⌦, (1)
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where ⌧(!), �(!) and ✓0(!) are the random model parameters (random variables) defined
on a common complete probability space (⌦,F⌦,P), and where A(t) =

R1
0 a(s)ds 2 R+ is the

cumulative antibiotic consumption function over time, i.e., A(t) =
R1
0 a(s)ds, where a(t) is

the antibiotic consumption at time t. This equation is derived from a model describing the
competition between two strains of an infectious microorganism – sensitive and resistant to the
antibiotic – and where p(t) is the proportion of resistant population over the total population.
As can be seen from equation, antibiotic consumption kills sensitive strains at a ⌧ rate and
causes resistant strains to predominate, increasing resistance proportion. Also, in the absence
of antibiotic, the fitness di↵erence between strains � gives a competitive advantage to the
sensitive strain, causing a resistance proportion decay. A more detailed explanation of the
model can be found in [4, 1].

In this work, we propose a method of estimating an empirical joint probability density function
(joint PDF) of the random vector of model parameters (⌧,�, ✓0) ⇠ f(⌧,�, ✓0) that best
explains a real-world scenario and fully characterises the random model. As our reference, we
have the data series on monthly colistin-resistant Acinetobacter baumannii proportions {pti}ni=0
in 2012-2020 period in Valencian Community, Spain, and the colistin consumption data series
{ati}ni=0 in Spain for the same period. As the consumption data present a linear increasing
trend, the antibiotic consumption function a(t) has been estimated by fitting a linear regression
model to the data.

For the model parameters calibration, the Particle Swarm Optimisation algorithm (PSO) was
applied, taking as particles the parameters vectors (⌧,�, ✓0), and as the fitness function the
sum of squared errors (SEE) between resistance proportions of the model p(ti; ⌧,�, ✓0) and
that of the data series pti . After the PSO execution, all evaluations of the algorithm were sorted
according to their error. To select a subset of solutions that equally represents all regions of the
parameter search space explored by the PSO, a k-means on the log fitness function was applied,
and a similar number of solutions was taken from each cluster. Finally, from this error-ordered
set of n solutions, the 2, 3, . . . , n first solutions have been successively selected, its standard
deviation and 95% confidence interval have been computed for all times ti, and two objectives
have been evaluated for each subset [2, 1]: (i) the inside-outside error, which is the sum of
the distances between the points of the resistance proportion data series that fall outside the
confidence interval and their nearest confidence interval (if a point falls inside the confidence
interval, its distance is 0), and (ii) the standard deviation error, which is the sum of all the
standard deviations for all times ti. Note that, the more points the confidence interval of the
solution set captures, the smaller the inside-outside error. Likewise, the standard deviation
tends to increase with the number of simulations.

With both objectives, a Pareto front is finally established, and the knee point, which represents
the k first solutions, is chosen. With these k first solutions, a representative distribution of model
parameter vectors (⌧,�, ✓0) is available, from which an empirical joint PDF can be estimated
using a kernel density function.

2 Results and discussion

The PSO calibration performed 899 970 evaluations. The global best was for the parameter set
(⌧,�, ✓0)⇤ = (0.01, 0.43,�3.27), with a SEE of 0.0990. Clustering with k-means detected that
the optimal number of clusters/regions of distinct minima was 4 (following the elbow method),
and that the smallest cluster with less solutions – the one with the worst error – contained 46
solutions, while the second worst cluster had 550. To give a greater variety of solutions, the
mean between the two smaller clusters sizes, 280 solutions, was taken from each cluster (except
from the smallest, which could only take 46 solutions), giving a subset of n = 1400 representative
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(a) Mean and 95% confidence interval of the selected
k = 650 solutions vs. data series

(b) Empirical joint PDF f(⌧,�, ✓0) (kernel den-
sity estimation) of the model parameters for ✓0 2
[�3.5, 2.35].

solutions of all the parameters search space, ordered by their error. After calculating the inside-
outside error and standard deviation objective functions for each subsets of 2, 3, . . . , n solutions,
the knee point of the Pareto front was taken at k = 650 solutions.

Figure 1a shows the mean and 95% confidence interval of the 650 selected model simulations
against the resistance proportion data series. Here we can see how well the mean fits the
data, and how the 95% confidence interval captures the randomness of the data. Additionally,
Figure 1b shows the empirical joint PDF (computed by kernel density estimation) of the model
parameters ⌧ and �, for ✓0 2 [�3.5,�2.35] interval, where most of the selected solutions
are found. From the joint PDF it is clear that the values of ⌧ and � parameters are highly
correlated, as expected: given the data series, if ⌧ takes larger values, � will have to take larger
values, in order to compensate for excess of antibiotic resistance growth generated by a higher
⌧ and maintain a good fit with the data.

3 Conclusions and future work

In this work, we have successfully calibrated and found an empirical joint PDF of the parame-
ters of a random antibiotic resistance model, taking into account antibiotic consumption. The
main advantage of this method is that it is not necessary to assume any family of PDF of the
parameters a priori. This is especially relevant when the parameters are correlated, and the
PDF shapes do not follow classical distributions. On the other hand, its main limitation is that
the estimation of the joint PDF will strongly depend on the parameter regions that the PSO
optimization algorithm has explored. Therefore, to achieve a more robust joint PDF estimation,
it is recommended to do several calibrations with the PSO, initializing the particles in di↵erent
regions of the parameters search space.
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Abstract: We apply the classical Stochastic Gradient Descent for the simultaneous control
of a parameter-dependent finite dimensional lineal model. We address the challenge of
computing simultaneous controls by minimizing a cost functional. This functional is defined
as the sum of individual costs associated with each realization of the system. We compare the
performances of this stochastic approach, in terms of their computational complexity, with
the classical Gradient Descent algorithm, and we discuss the advantages and disadvantages
of each methodology. In agreement with well-established results in the machine learning
context, we show how the SGD can significantly reduce the computational burden when
treating control problems depending on a large amount of parameters. This is corroborated
by numerical experiments.
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1 Introduction

In this work, we investigate the use of stochastic optimization methods for the simultaneous
control of parameter-dependent systems. Our focus is on the classical Stochastic Gradient
Descent (SGD) method.

SGD method is a stochastic variant of the Gradient Descent (GD) optimization technique.
Instead of using the full dataset to compute the gradient of f , SGD approximates the minimum
of f by employing a gradient-based methodology that uses an estimate obtained from a randomly
selected batch of a few components of the dataset. Thus, it is an iterative method for optimizing
functions that are expressed as a sum of di↵erent observations within a dataset:

bu = min
u2RN

f(u)

f(u) :=
1

n

nX

i=1

fi(u). (1)
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This approach was originally proposed in 1951, in the seminal work of Robbins and Monro [1].
But, it has recently received renewed attention, especially in the Machine Learning and Big
Data communities. In this work we will make use of it in the context of parameter-dependent
optimal control problems. In particular, for the computation of simultaneous controls, in which
one is interested on controlling all states simultaneously.

In many real-life applications, models that depend on various parameters are used to describe
physical phenomena with diverse realizations. The computation of simultaneous controls typi-
cally involves conducting numerous simulations of the dynamics under consideration, across a
wide range of parameters. With each new parameter configuration, a distinct equation must be
solved, leading to a computationally demanding task, particularly when dealing with parameter
sets of considerable size.

For this reason, many analytical and computational techniques have been developed in the past
years in order to speed up the simulation of parameterized optimal control problems. Among
others, we can mention Proper Orthogonal Decomposition (see, e.g., [2]) or other more general
Reduced Basis approaches ([3]).

2 Results and discussion

In this study, we will examine the concept of simultaneous control, which involves designing
a single control function capable of guiding all the diverse realizations of a given parameter-
dependent system towards a predetermined final target.

In particular, we will consider the parameter-dependent finite-dimensional linear model
(
x0⌫(t) = A⌫x⌫(t) +Bu(t), 0 < t < T,

x⌫(0) = x0,
(2)

in which x⌫(t) 2 L2(0, T ;RN ), N � 1, denotes the state, the N ⇥ N matrix A⌫ describes the
dynamics, and the function u(t) 2 L2(0, T ;RM ), 1  M  N , is the M -component control
acting on the system through the N ⇥M matrix B.

All along this paper, ⌫ 2 {⌫1, ⌫2, . . . , ⌫|K|} =: K, where |K| denotes the cardinality of K, is
a random parameter following a probability law µ, with (K,F , µ) the corresponding complete
probability space. Moreover, the initial datum x0 is assumed to be independent of ⌫.

The aim of simultaneous control is to find a unique parameter-independent control u such that,
at time T > 0, the corresponding solution x⌫ of (2) satisfies

x⌫(T ) = xT , ⌫ 2 K µ� a. e. (3)

for some desired final target xT 2 RN .

Our objective is to compute simultaneous controls by minimizing a cost functional, which is
constructed by minimizing the distance between the solution of system (2) and the desired final
target xT .

We compare the computational complexity of the SGD with traditional optimization techniques
such as the GD algorithm, highlighting the strengths and weaknesses of each.

3 Conclusions and Future work

Consistent with findings in the machine learning field, our study demonstrates that SGD algo-
rithm can significantly reduce computational burdens for control problems with a large number
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of parameters. These findings are validated through numerical experiments. This is so because,
although the GD algorithm is expected to have exponential convergence, in practical applica-
tions this rate may dramatically deteriorate as a consequence of the bad conditioning of the
problem one aims to solve. We conclude our discussion by proposing some avenues for future
research that are relevant to the topics covered in this contribution.

1. Comparison with the greedy methodology. In the context of the control of parameter-
dependent linear equations, in the recent years several authors proposed the employment
of the so-called greedy methodology, [4]. This approach aims to approximate the dynamics
and controls by identifying the most meaningful realizations of the parameters. In certain
situations, it showed up to be a very e�cient way to largely reduce the overall compu-
tational complexity. Therefore, a comparison of the greedy and stochastic approaches
applied to parameter-dependent models, with the final aim of clearly determine in which
situation one technique is preferable with respect to the other, becomes a very relevant
issue.

2. Simultaneous controllability of PDE models. The study in this contribution is focused
on the scenario of simultaneous controllability of finite-dimensional ODE systems. It
would be interesting to extend our analysis to the infinite-dimensional PDE context. This,
however, may be a cumbersome task. As a matter of fact, in the PDE setting, simultaneous
controllability is a quite delicate issue because of the appearance of peculiar phenomena
which are not detected at the ODE level.
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Abstract: Selective Catalytic Reduction (SCR) systems are integral in reducing nitrogen
oxides (NOx) emissions from diesel engines, achieved by injecting a urea-based reductant
agent into the exhaust stream. In this study, extensive experimental data from real engine
tests is utilized to calibrate a 0-Dimensional model of the SCR system, encompassing its
physical and chemical behavior. The model is characterized by equations governing NH3
and NOx concentrations, with parameters optimized using a Particle Swarm Optimization
(PSO) algorithm. Due to the model’s complexity and experimental uncertainties, a statis-
tical approach is proposed, yielding mean values with Confidence Intervals (CIs) to capture
experimental variability. Notably, the model outputs NOx emissions as time series data,
with confidence bands encompassing approximately 90% of the experimental data. Future
work will focus on maintaining consistent parameter sets across experiments for improved
model calibration e�cacy.

keywords: SCR; PSO; Uncertainty.
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1 Introduction

Selective Catalytic Reduction (SCR) [1] system is a technology used to reduce nitrogen oxides
(NOx) emissions from diesel engines. It involves injecting a urea-based reductant agent into
the exhaust stream, which reacts with NOx over a catalyst to convert it into nitrogen (N2) and
water (H2O), two harmless substances.

In this work, experimental data from hundreds of experiments conducted in a real engine is
utilized in order to calibrate a 0-Dimensional model [2] of the SCR system. This model includes
the physical and chemical behavior of the SCR and presents the following di↵erential equations
[3]

dCNH3

dt
= ⌦ · ⌦A · (ra � rd) + SV · (CNH3,us � CNH3

), (1)

dCNO

dt
= ⌦ · ⌦A · (rstd � rfst) + SV · (CNO,us � CNO), (2)
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dCNO2

dt
= ⌦ · ⌦A · (rfst � rslw) + SV · (CNO2,us � CNO2

), (3)

where ⌦ (mg) is the ammonia (NH3) accumulation capacity in the SCR, ⌦A 2 [0, 1] is the ageing
factor of the SCR, CX (ppm) are the output concentrations of the chemical species, and CX,us

the upstream concentrations, for X = NH3, NO, NO2. SV (m/s) is the spatial velocity of the
gasses flowing through the SCR and follows the equation

SV =
4⇡R · TSCR · ṁexh

⇢ · ⇡ ·D2
SCR

, (4)

where R = 8.31J/mol is the universal gas constant, TSCR (K) is the temperature of the SCR,
ṁexh (kg/s) is the mass flow of the gasses in the SCR, ⇢ (kg/m3) is the density of the gasses
and DSCR (m) is the diameter of the SCR. The parameters ra, rd, rstd, rfst, rslw are the reaction
rates of the chemical species and are calculated with the following Arrhenius equations [4]

ra = ka · e
�Ea

R

⇣
1

TSCR

� 1

T
ref

⌘

· CNH3
· (1� ✓NH3

), (5)

rd = kd · e
�E

d

R ·(1�↵·✓NH3
)
⇣

1

TSCR

� 1

T
ref

⌘

· ✓NH3
, (6)

rstd = kstd · e
�E

std

R

⇣
1

TSCR

� 1

T
ref

⌘

· CNO · ✓⇤NH3
·
 
1� e

�✓NH3

✓⇤
NH3

!
, (7)

rfst = kfst · e
�E

fst

R

⇣
1

TSCR

� 1

T
ref

⌘

· CNO · CNO2
· ✓NH3

, (8)

rslw = kslw · e
�E

slw

R

⇣
1

TSCR

� 1

T
ref

⌘

· CNO2
· ✓NH3

, (9)

where ✓NH3
(%) is the NH3 storage in the SCR; ✓⇤NH3

is a correction due to the NH3 surface
coverage ratio; Tref (K) is the reference temperature of the SCR; Ea, Ed, Estd, Efst, Eslw are
activation energies for each reaction rate; and ka, kd, kstd, kfst, kslw, ↵ are constants.

Finally, reaction rates are related by the following equation

d✓NH3

dt
= ra � rd � rstd � 2rfst �

4

3
rslw (10)

The calibration of this model is conducted using a Particle Swarm Optimization (PSO) algo-
rithm [5] where Ea, Ed, Estd, Efst, Eslw, ka, kd, kstd, kfst, kslw, ✓⇤NH3

, ⌦ and DSCR are calibration
parameters.

Due to the extreme complexity of the model, and the uncertainties associated with the ex-
perimental data, a deterministic calibration of the model is unfeasible. Therefore, this work
proposes a statistical approach where the output of the model is a mean value with a Con-
fidence Interval (CI), with the objective of capturing the maximum number of points of the
experimental data.

2 Results and discussion

The statistical analysis conducted in this study relies on the outcomes derived from the PSO
algorithm utilized for the model calibration. This algorithm stores the parameter sets employed
for each model evaluation, along with their respective error. Subsequently, a database can be
generated, showcasing the top-performing results sorted by error. These results serve as a repre-
sentative sample of the parameter space, pinpointing the minimum in the error function. From
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this database, mean values and confidence intervals are then computed.

The most relevant results obtained from the model consist of the NOx emissions generated
by the SCR, presented as time series data. Figure 1 displays two sub-samples of experimental
data alongside the model’s output depicted as mean values and CI of 95%. Notably, the confi-
dence bands encompass the majority of the experimental data, capturing approximately 90% of
the data for these sub-samples.

(a)

(b)

Figure 1: Statistical study of the Mean and the CI 95% of the model’s output for the NOx

emissions time-series. The blue time-series represents the Mean of the model’s output, the green
time-series represents the experimental data and the red band represents the CI 95%.

3 Conclusions and Future work

The results of this study have achieved the objective of providing a response for the model out-
puts, in the form of mean and confidence interval, which encompass the majority of the points
from the experimental data.

3 225

Jorge Mendonça



However, these results were attained by separately calibrating the multiple experiments that
comprise the experimental dataset. Given the model’s characteristics, it is preferable for the
parameter set to remain consistent across all experiments. Consequently, this will be the focus
of future work.
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Abstract: The frequency response function (FRF) is an established way to describe the outcome
of experiments in posture control literature. The FRF is an empirical transfer function between an
input stimulus and the induced body segment sway profile, represented as a vector of complex values
associated with a vector of frequencies. Having obtained an FRF from a trial with a subject, it can be
useful to quantify the likelihood it belongs to a certain population, e.g., to diagnose a condition or
to evaluate the human likeliness of a humanoid robot or a wearable device. In this work, a recently
proposed method for FRF statistics based on confidence bands computed with Bootstrap will be
summarized, and, on its basis, possible ways to quantify the likelihood of FRFs belonging to a given
set will be proposed.
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1 Introduction

The Frequency Response Function (FRF) is a common representation used in posture control experi-
ments to describe the relationship between an input stimulus and the resulting body movement. The FRF
is defined as an empirical transfer function. The FRF is a complex function of frequency, and its structure
must be considered when performing statistical analysis to assess differences between groups of FRFs.
An example of FRF is shown in Fig.1 with a brief explanation. For an extended description of FRFs in
posture control that goes beyond the limits of this paper, see [7, 5]. The set used in the example is from
[5]. Typically, statistics are performed by defining a scalar variable to be studied, such as the norm of the
difference between FRFs, or by considering the components independently. However, this approach can
introduce an arbitrary metric that may have little connection with the experiment. To properly consider
the nature of the FRF, a method oriented to complex functions should be used. One method, based on
random field theory[6], considers the two components (imaginary and real) as independent variables[3].
The intuition that an FRF, being a transfer function, can be transformed into a real-time domain sig-
nal without loss of information suggests an approach. On such real functions, the confidence bands
can be defined using methods for continuous functions[1]. As the Fourier transform of a transfer
function represents the impulsive response of a system, such function is referred to as pseudo-impulse-
response, PIR. The method to use Bootstrap to define confidence bands on PIRs to perform statistics
on FRFs is described in [4], and the code is available at [2]. The average PIR x̄(t) = 1/N

Pi=1
N xi(t)

and the STD is �̂x(t) =
q
(1/(N � 1))

Pi=1
N |xi(t)� x̄(t)|2. With these values, the prediction band
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Figure 1: The PIR on the left, the FRF (red stars), and the DFT of the PIR (colored lines). The PIR is computed
with eq. xi(t) =

PM
k=1 <(Hi,k) cos(2⇡'kt) + =(Hi,k) sin(2⇡'kt). The peculiarity of the FRF as proposed in

posture control analysis is that the frequencies ' = [0.05, 0.15, 0.3, 0.4, 0.55, 0.7, 0.9, 1.1, 1.35, 1.75, 2.2]Hz

are not equally spaced. The associated H is obtained as the average of the empirical transfer function over a range
of frequencies. This was defined in for better plotting the signal[7]. Different sample times are tested to reconstruct
the FRF through a DFT. The period of the PIR is defined as the inverse of the greatest common divisor of the
frequencies in '; the sample time used in the examples is set to ten times the highest frequency in ', i.e., 22 Hz.
Notice how the gain tends to converge to zero between the peaks.

can be defined for a new draw from the FRF distribution Hn+1, and hence for the respective PIR
xN+1(t). With the desired confidence level ↵%, the constant Cp is defined to obtain the probability
P [max

t
|xN+1(t)�x̄(t)|/�̂x(t)  Cp] = ↵/100 and the prediction band for a new FRF is x̄(t)±Cp ·�̂x(t).

This work proposes a further application of such bands to quantify the degree to which a sample FRF
belongs to a distribution.
Can likeness be defined as likeliness? The need to classify FRFs in groups arises when the posturography
is used to diagnose a condition or to assess the human likeness of a behavior produced by a robot humanoid
or wearable as in [5]. A modified version of the function computing the prediction band from [4] can
compute the minimal band, including a given sample. See fig. 2. This works by reversing the process
used to compute the prediction band, i.e., finding the confidence ↵ given the distance from the mean: the
maximum distance between the test sample and the estimated mean in the histogram produced by the
Bootstrap as shown in 2. Further measures can be defined as the empirical estimation of the probability
density function (pdf) and cumulative density function (cdf). Here, they are defined on the distance
D =

R
(xi(t)� x̂(t))2dt, but the principle can be generalized. The cdf F (x) = P [X  x]is computed

empirically with a bootstrap (a mean and a STD are provided for the estimate), the pdf is computed by
approximating f(x) = dF/dx ⇡ �F (x)/(x2 � x1) where �F (x) is a fixed quantity (here 1/10 of the
number of samples N ) and x1 and x2 are the values of x found in the vector ordered distances D produced
by the Bootstrap moving back and forward of N ·�F (x) positions.

2 Results and Discussion and Conclusions

To show how the measures work, a sample has been removed from the set, and its minimum prediction
band has been computed based on the rest of the samples, as shown in Fig. 2. The estimated probability
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Figure 2: Minimal prediction band (left) and the cumulative histogram used to compute ↵ (right). The histogram is

produced by the Bootstrap approximating the probability as 1
B

BP
b=1

h
I

⇣
max

t

⇣
|x̂(t)�x̂b(t)|

�̂b
x(t)

⌘⌘
 Cc

i
. In this case,

opposite to what is done in [4], the Cp is known (inferred using the tested sample), and the ↵ is the quantity to be
computed.

distribution features were: cdf (F = 0.6075, �F = 0.0523) and pdf (f = 0.0042, �f = 0.0016). Future
work will consist of the application of these measures to quantify the difference between groups of patients
(e.g., polyneuropathy) and a control group of healthy subjects and in humanoid robotics assessment to
evaluate the human likeness of the produced motion pattern as an alternative to the pseudo-statistics based
on the covariance matrix that was proposed in [5] with all the advantages discussed in the introduction.
The computation of cdf and pdf can be used to evaluate the likelihood of the sample. Strictly speaking,
they are based on an arbitrary scalar value (the integral of the distance). This may be useful as a further test
to be performed on a sample after comparing it with a prediction band with a fixed ↵ to have a continuous
score beside the binary result of such a comparison with the band. Both measures can compare the output
of different identified posture control models and decide the best one representing the sample population.
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Departamento de Matemática Aplicada a las TIC
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Abstract: In this talk, the classical chemostat model with random kinetics will be derived,
where the random terms will be bounded. The existence and uniqueness of non-negative
global solution of the random systems will be proved, as well as the existence of determinis-
tic compact absorbing and attracting sets. After that, the attracting sets will be studied in
detail, which will allow us to provide conditions to ensure either the extinction or the per-
sistence of the species, the most important goal in practice. In addition, several numerical
simulations will be displayed to illustrate the theoretical results. Finally, we will compare
our results with the ones obtained when using the standard Wiener process (the common
way to model randomness in the literature), which is unbounded with probability one, to
show the huge di↵erences, particularly from the biological point of view.
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1 Introduction

The chemostat is a laboratory device used for growing microorganisms in cultured environments.
It has many applications in real life, for example, it can be used to study genetically altered
organisms (see [13, 14]), models of mammalian large intestine (see [7, 8]), waste-water treatment
processes (see [6, 11]) and models in ecology (see [10, 12]).

The classical chemostat device consists of three tanks, the feed bottle, the culture vessel and the
collection vessel, which are interconnected by pumps. The substrate is stored in the feed bottle
and pumped from there to the culture vessel, where it is consumed by the species. In order to
keep the volume of the culture vessel constant, another flow is pumped from the culture vessel
to the collection vessel. Then, the goal is to investigate the dynamics of the substrate and the
species in the culture vessel.

∗Symposium #9: Modeling with Di↵erential and Di↵erence Equations with Uncertainties
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The mathematical model describing the evolution of the concentration of both the substrate and
the species is given by the following di↵erential system

ds

dt
= D(sin � s)� µ(s)x, (1)

dx

dt
= �Dx+ µ(s)x, (2)

where s = s(t) and x = x(t) denote the concentration of substrate and species, respectively,
sin > 0 describes the input concentration of substrate, D > 0 represents the dilution rate and
µ = µ(s) is a function describing how the species consume the substrate.

The most usual consumption function in the literature is knows as Monod and it is given by the
following expression

µ(s) =
µ0s

a+ s
, (3)

where µ0 > 0 is the maximum specific growth rate of the microorganisms and a > 0 is the
Monod constant.

Nevertheless, practitioners claim that some populations of species reduce the consumption of
substrate if the substrate is at high concentration. In this case, it is necessary to consider an
alternative consumption function, known as Haldane, which is given as follows

µ(s) =
µ0s

a+ s+
s2

ki

,

where ki is the inhibition constant and the rest of the parameters are defined as in (3).

The classical chemostat model (1)-(2) describes real devices in a good manner, in fact, it has
been widely studied by researchers from many di↵erent areas, not only Mathematics, but also
Biology, Ecology, Engineering..., specially when the consumption function is Monod (much less
in the Haldane case), see [9] and references therein. Nevertheless, system (1)-(2) is deterministic
and then it assumes strong restrictions, since real devices are subject to randomness.

For instance, the smooth consumption functions µ in (1)-(2) are typically derived as approxi-
mations of dotted lines from experimental data obtained in the laboratory, i.e., the value of µ(s)
cannot be determined in real life for each value s in a deterministic way. As a consequence, we
propose to consider random consumption functions in the classical chemostat model (1)-(2).

2 Random perturbations on the consumption function

Among the di↵erent ways to model random perturbations on the consumption function of the
species in the classical chemostat model (1)-(2), our idea is to replace the maximum specific
growth rate of the species µ0 by µ0 + �(z⇤(✓t!)), where �(z⇤(✓t!)) denotes a bounded noise,
motivated by the fact that real perturbations are usually random but bounded. This term con-
cerning the bounded noise will be explained in detailed during the talk.

This way of modeling noise has proved to provide us a very powerful tool to model randomness
in deterministic systems, not only in the case of the chemostat, but also in other models in
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population dynamics (see [1]). On the one hand, this way of modeling random perturbations
allows us to derive very realistic mathematical models that describe real phenomena in a very
loyal way. On the other hand, the bounded noise allows us to provide conditions under which
the consumer species persist, which is the most important goal in practice.

In this talk, firstly, the classical chemostat model with bounded random kinetics will be derived
carefully. Then, the existence and uniqueness of non-negative global solution of the random sys-
tems will be proved, as well as the existence of deterministic compact absorbing and attracting
sets. After that, the attracting sets will be studied in detail, which will allow us to provide con-
ditions to ensure either the extinction or the persistence of the species, the most important goal
in practice. In addition, we will prove that the absorbing and attracting sets are deterministic,
i.e., do not depend on the realization of the noise, which is a very nice property. Moreover,
several numerical simulations will be displayed to illustrate the theoretical results.

Finally, we will compare our results with the ones obtained when using the standard Wiener
process (the common way to model randomness in the literature), which is unbounded with
probability one, to show the huge di↵erences, particularly from the biological point of view. In
fact, even though the common mathematical study (using the theory of random dynamical sys-
tems and pullback convergence, see [4]) is totally accurate to handle the mathematical problem,
several important drawbacks appear from the biological point of view when using the standard
Wiener process. For instance, some state variables can take negative values, which is completely
unrealistic in practice, and it is not possible to ensure the persistence of the species (see, for
example, [2, 3]). This is an evidence of the importance of considering a bounded noise when
modeling randomness in real systems.

The talk will be based on [5], which has been recently published.
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Abstract: We introduce a numerical method for solving second-order multidimensional

stochastic di↵erential equations of the form ẍ = A(t)x+f(t, x)+⌦(t)⇠(t), describing a class

of nonlinear oscillators with non-constant frequency, perturbed by white noise ⇠(t). The

proposed scheme takes advantages of the Magnus approach to construct an stable integrator

for this kind of stochastic oscillators. Its convergence properties are rigorously analyzed and

selected numerical experiments on relevant stochastic oscillators in applications are carried

out, confirming the e↵ectiveness and the competitive behaviour of the proposed method, in

comparison with standard integrators in the literature. This work extends recent results

obtained by the authors in [1].
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Abstract: The objective of this paper is to study the stochastic equivalent linearization

method in order to obtain approximations of the main statistics of the steady-state solution

of a class of nonlinear oscillators that depends on both the position and velocity, and driven

by a stationary Gaussian stochastic process. Furthermore, we approximate the higher-order

moments and the correlation function of the solution. Finally, we include a number of

numerical experiments to illustrate the theoretical analysis, showing good results.
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1 Introduction

It is well known that vibratory systems have been widely studied and it is a topic of interest

in several areas, such as Physics and Engineering [1]. In particular, nonlinear oscillators are

described by nonlinear di↵erential equations of the form

Ẍ(t) + 2�Ẋ(t) + ✏g(X(t), Ẋ(t)) + !2
0X(t) = Y (t), t > 0, (1)

where X(t) denotes the position of the oscillatory system, � > 0 is the damping constant, !0 > 0

is the undamped angular frequency, and ✏ is the perturbation that a↵ects to the nonlinear term

g(X(t), Ẋ(t)). Finally, the term Y (t) is an external source term acting upon the system usually

called the input. This term characterizes the external vibrations of a↵ecting the oscillator and

often depends on factors that are not known in a deterministic form but stochastically. This

motivates to treat Y (t) as a stochastic process rather than a deterministic function.

To obtain reliable approximations of the Equation (1) with Y (t) being a random function,

the stochastic perturbation technique has been successfully applied in dealing with nonlinear

oscillators subject to random vibrations [2]. Recently, in [3] has been proposed a family of

nonlinear oscillators in the case that ✏ represents a small parameter and the nonlinear function

is given by g(t) = X2
(t)Ẋ(t) (so depending on both the spatial position and the velocity), and

whose forcing source is driven by a mean-square stationary zero-mean Gaussian process.
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However, one of the main limitations of the stochastic perturbation technique is that it is

restricted to problems with small nonlinearities (|✏| ⌧ 1). To overcome this drawback, an

e↵ective method consists in constructing reliable approximations of Equation (1) in the case

that the perturbation parameter (✏) is not necessary very small is the equivalent linearization

technique [4].

This technique is based on the construction of an equivalent linear equation

Ẍ(t) + 2�eẊ(t) + !2
eX(t) = Y (t), (2)

from the nonlinear di↵erential equation

Ẍ(t) + f
⇣
X(t), Ẋ(t)

⌘
= Y (t), t > 0. (3)

To this end, one minimizes the stochastic mean-square error defined by

E
�
(N(t))2

 
= E

⇢h
2�eẊ(t) + !2

eX � f
⇣
X(t), Ẋ(t)

⌘i2�
, (4)

where E {·} denotes the expectation operator.

As previously indicated, in this contribution we consider model (1) with g(t) = X2
(t)Ẋ(t).

Then, f
⇣
X(t), Ẋ(t)

⌘
= 2�Ẋ(t) + ✏X2

(t)Ẋ(t) + !2
0X(t). Then, it can be seen that in order for

the error function be minimized, the parameters �e and !2
e must solve the following system of

algebraic equations

2 (�e � �)E
n
(Ẋ(t))2

o
+
�
!2
e � !2

0

�
E
n
X(t)Ẋ(t)

o
� ✏E

n
(X(t))2(Ẋ(t))2

o
= 0,

�
!2
e � !2

0

�
E
�
(X(t))2

 
+ 2 (�e � �)E

n
X(t)Ẋ(t)

o
� ✏E

n
(X(t))3Ẋ(t)

o
= 0.

(5)

It can be seen that the stochastic process X(t) is a mean-square di↵erentiable stationary, zero-

mean Gaussian process which is independent of Ẋ(t). Using these properties, one can obtain

the following values of �e and !2
e ,

�e =
2� + ✏E

�
(X(t))2

 

2
=

2� + ✏�2
X

2
,

!2
e = !2

0,
(6)

where it should be noticed that �2
X does not depend on t since X(t) is stationary.

The variance, �2
X , is obtained from the spectral density function, SY Y (!), of Y (t) and the

frequency response, y(i!), of the equivalent linear system given by Equation (2), [5]. Also, we

can approximate y(i!) by setting ✏ = 0, in order to obtain �e = �, !e = !0 and �2
X0

,

�2
X =

Z 1

0
SXX(!)d! =

Z 1

0
|y(i!)|2SY Y (!)d!,

�2
X0

=

Z 1

0
|y0(i!)|2SY Y (!)d! =

Z 1

0

1
�
!2
0 � !2

�2
+ 4!2�2

SY Y (!)d!.
(7)

The relation between the power spectral density of Y (t) and the correlation function �Y Y is

given by

SY Y (!) =
1

⇡

Z 1

�1
e�i!⌧

�Y Y (⌧)d⌧. (8)
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It can be proven that the solution of the linear Equation (2) is given by

X(t) =

Z 1

0
h(s)Y (t� s)ds, (9)

where

h(t) =

( �
!2
e � �2

e

�� 1
2 e��et sin

h�
!2
e � �2

e

� 1
2 t
i
, if t > 0,

0, if t  0,
(10)

is the impulse response function for the underdamped case, �2
e < !2

e .

It can be proved that the statistical moments of odd order of the solution X(t) are null

E {(X(t))n} = 0, n = 1, 3, 5, . . . (11)

and the second-order moment for X(t) is given by

E
�
X2

(t)
 
=

Z 1

0
h(s)

Z 1

0
h(s1)�Y Y (s� s1)ds1ds. (12)

As the first moment of X(t) verifies E {X(t)} = 0, then, the covariance and correlation functions

ofX(t) coincide, namely, C {X(t1)X(t2)} = �XX(⌧), ⌧ = |t1�t2|, where the correlation function

of X(t) is given by

�XX(⌧) =

Z 1

0
h(s)

Z 1

0
h(s1)�Y Y (⌧ � s1 + s)ds1ds. (13)

2 Results and discussion

Let us consider as input excitation, Y (t), the Gaussian white-noise process with zero-mean and

correlation function �Y Y (⌧) = ⇡S0�(⌧), where �(⌧) is the Dirac delta function and S0 =
1

200⇡
is

the noise power. Also, we have considered the following parameters � = 0.05 and !2
e = !2

0 = 1,

where �2
X0

= 0.025. Then, the second-order moment is determined by

E
�
(X(t))2

 
=

1

40 + 10✏
. (14)

It can be proven the following approximation of the correlation function,

�XX(⌧) =

⇢
f1(⌧) if ⌧ � 0,
f2(⌧) if ⌧ < 0,

(15)

f1(⌧) = e

 
�
1

20
�

✏

80

!
⌧

2

66664

cos

 r
399

400
� ✏

800
� ✏2

6400
⌧

!

40 + 10✏
+

sin

 r
399

400
� ✏

800
� ✏2

6400
⌧

!

400

r
399

400
� ✏

200
� ✏2

1600

3

77775
, (16)

f2(⌧) =
e

 
1

20
+

✏

80

!
⌧

�255360� 63520✏+ 120✏2 + 10✏3

"
�
�6384 + 8✏+ ✏2

�
cos

 r
399

400
� ✏

800
� ✏2

6400
⌧

!

+ 40(4 + ✏)

r
399

100
� ✏

200
� ✏2

1600
sin

 r
399

400
� ✏

800
� ✏2

6400
⌧

!#

(17)

In Figure 1, it is shown the graphical representation of the correlation function, �XX(⌧), given
in expression (15) for di↵erent values of ✏.
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Figure 1: Correlation function �XX(⌧) of X(t) for di↵erent values of ✏.

3 Conclusions and future work

In this paper we have studied oscillators subject to perturbations on the nonlinear term that

depends both upon the position and the velocity and driven by mean-square di↵erentiable sta-

tionary zero-mean Gaussian processes. Additionally, we have obtained reliable approximations

of the main statistics of the steady-state by means of the stochastic equivalent linearization tech-

nique. Finally, we have illustrated the case where the input excitation is a Gaussian white-noise

stochastic process. In our future research, we plan to tackle this type of problems for other

stochastic nonlinear oscillators.
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1 Abstract

Consider the impulsive controlled linear stochastic system (ICLSS) described by:

dx(t) = A0x(t)dt+A1x(t)dw(t), kh < t  (k + 1)h (1a)

x(kh+) = A0x(kh) + B0u(k) + wd(k)(A1x(kh) + B1u(k))

h > 0 is given , k 2 Z+ = {0, 1, . . .} (1b)

x(0) = x0 (1c)

where x(t) 2 Rn is the state vector of the system and u(k) 2 Rm are the control parameters. In
(1a) {w(t)}t�0 is an 1-dimensional standard Wiener process (or process of the Brownian motion)
defined on a given probability space (⌦,F,P) and in (1b), {wd(k)}k2Z+ is a sequence of independent
random variables with zero mean and variance 1.

In (1) the controls u(k) act at impulsive time instances ⌧k = kh, k = 0, 1, . . . . That is why, this
kind of system are called impulsive controlled systems.

Uad(t0, x0) will be named the set of admissible controls associated to the initial pair (t0, x0).
To the pair formed by the ICLSS (1) and the set of admissible controls Uad(t0, x0), we associate

the quadratic functional:

J(t0,1, x0;u) =

1Z

t0

E[x>u (t)MXu(t)]dt (2)

+
1X

k=(t0)

E[x>u (kh)Mdxu(kh) + 2x>u (kh)Ldu(k) + u>(k)Rdu(k)]

1lucian.popa@uab.ro
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where xu(·) = x(·; t0, x0,u).
We analyze the problem of the existence of the maximal solution and the stabilizing solution

of a backward jump matrix linear di↵erential equation.
Also, we shall provide conditions which guarantee that the optimal control problem under

consideration is well posed and attainable. The main tool is a backward jump matrix matrix linear
di↵erential equation with the Riccati type jumping operator.
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1 Introduction

The Box-Cox (BC) transformation [6] of a positive random variable is defined by

Y =

{

Xλ
−1
λ ifλ != 0

ln(X) ifλ = 0,

where λ is the transformation parameter. Note that is required data is positive and this implies
Y to be not lower than −1/λ. If the transformation is successful Y is normal or approximately
normal. So, the question to be asked is, what is the probability distribution of the original
variable (X)? The answer is the PN distribution first mentioned in [4] where the authors also
give expressions for the moments in the form of power series. The PN probability density
function (PDF) is given by,

fX(x) =
xλ−1

σA(λ, µ,σ )
φ

(

x(λ) − µ

σ

)

(1)

where x > 0 and x(λ) = xλ
−1
λ . We define A(λ, µ,σ ) to be Φ (k), 1, Φ(k) if λ is > 0, = 0 and < 0,

respectively. Note that Φ is the standard normal cumulative distribution function (CDF). The

inverse BC transformation of a truncated normal variable Y for λ != 0 is X = (λY + 1)
1
λ . The

PN distribution in the Box-Cox transformation context is also extensively studied in [7] where
are calculated and presented expressions for the mean and variance. For practitioners carry out
a data transformation it is required to estimate the parameters λ, µ and σ. In ordinary Box-
Cox transformation, λ the Maximum Likelihood Estimation (MLE) assume A(k) = 1 implicitly
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and the analysis was restricted to constancy of the error variance, near normality and the
independence of the transformed observations. Although this could be enough to achieve near
normality it is not appropriate if we aim to identify the particular PN on the original scale of
the observations. In other words, to obtain consistent estimators of the parameters λ, µ and σ
it is necessary to take A(k) into account, [5].

2 Exact ML estimation of the parameters

If n observations x1, x2, · · ·xn have PN distribution with parameters λ, µ and σ then the log
likelihood is given by,

ln(L(x;λ, µ,σ )) = −
n

2
ln(2π)−

n

2
ln(σ2)−

1

2

n
∑

i=1

(

x(λ)i − µ

σ

)2

+ (λ− 1)
n
∑

i=1

ln(xi)− n ln(A(k)).

The procedure to estimate the parameters λ, µ and σ setting A(k) = 1 by ordinary ML is referred
to as the method M1 proposed by [6], following [5]. For this approach the mu and σ2 are the

mean and variance of X(λ)
i i = 1 · · · n. The second method which takes A(k) in consideration

we call the M2 method. Remember that method M2 assumes that the transformed data to be
truncated normal distributed. For this method the estimators of µ and σ are consistent. In this
work, for we will focus on the case 0 < λ < 1 and in that case we may replace A(k) by Φ (k).
Differentiating the log-likelihood function with respect to each parameter we get the system:















∂ lnL
∂λ =

∑n
i=1 ln(xi)− n φ(k)

Φ(k)

(

− 1
σλ2

)

− 1
σ2

∑n
i=1

(

xλ
i −1−µλ

σλ

)(

λxλ
i ln(xi)−xλ

i +1
σλ2

)

= 0
∂ lnL
∂µ = −

∑n
i=1

(

xi−µ
σ

) (

− 1
σ

)

− n φ(k)
Φ(k)

1
σ = 0

∂ lnL
∂σ =

∑n
i=1

(

xi−µ
σ

) (

xi−µ
σ2

)

− n φ(k)
Φ(k)

(

− k
σ

)

= 0

Note that there is no closed form solution for the estimators since they are not independent from
the parameters themselves. The system has to be solved numerically in a recurrent way, [5].
As usual in parameter estimation on Box-Cox transformation, for good results it is necessary
to use a grid of initial values on the interval of possible values for the parameter. Note that for
some initial values the Newton-Raphson (NR) method may converge to numbers distant from
the natural candidates. For that reason the best estimate can only be obtained after processing
the overall results. Let λ̂, µ̂ and σ̂ be the estimators of λ, µ and σ, respectively. The derivative
of the log-likelihood function with respect to λ is given by:

∂ lnL

∂λ
=

n
∑

i=1

ln(xi)−
n

Φ(k)

∂Φ(k)

∂λ
−

n
∑

i=1

f(xi)
∂f

∂λ
(xi) (2)

where f(xi) =
xλ
i

λσ − k =
xλ
i −1−µλ

σλ . Then differentiating
∑n

i=1 f(xi)
∂f
∂λ (xi) we get

n
∑

i=1

[

(

∂f

∂λ

)2

+ f(xi)
∂2f

∂λ2

]

where ∂2f(xi)
∂λ2 =

λ2xλ
i (ln

2(xi)−2xλ
i λ ln(xi))+2λxλ

i −2
σλ3 .

As for the first term of the derivative ∂ lnL
∂λ with respect to λ we should note that,
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∂Φ(k)

∂λ
= φ(k)

∂k

∂λ
= −

φ(k)

σλ2
(3)

Note that ∂2Φ(k)
∂λ2 = −k−2λσφ(k)

λ4σ2 . After a few calculations we get the complete second derivative
of the likelihood with respect to λ which is given by,

∂2 lnL

∂λ2
= −

n
∑

i=1

{

(

∂f(xi)

∂λ

)2

+ f(xi)
∂2f(xi)

∂λ2

}

+
n

Φ(k)

{

1

Φ(k)

(

∂Φ(k)

∂λ

)2

−
∂2Φ(k)

∂λ2

}

(4)

The estimators µ̂ and σ̂ are obtained from the (left) TN distribution (see [3]) which is the

transformed scale. We have µ̂ = ȳ − σ̂ φ(k̂)

Φ(k̂)
and σ̂2 = s2(y)

1−k̂
φ(k)

Φ(k̂)
−

(

φ(k̂)

Φ(k̂)

) where y is the Box-Cox

transformation of variable x.

The NR recurrence scheme is given by λ̂l+1 = λ̂l −
∂ lnL
∂λ

∂2 lnL
∂λ

|
(

λ = λ̂l, µ = µ̂l,σ = σ̂l
)

.

The algorithm to estimate the parameters is described below. As said earlier the estimation can
only be effective using an adequate grid of values on the interval of possible values for λ. Each
value of the considered partition is used as an initial value of the recurrence process. The used
criterion to stop the recurrence scheme is the proximity between the consecutive estimates.

1 a0 = 0 and a1 = 1 and n, number of partition knots.

2 Set partition knots [a0, a1], Ai = A1 +
Am+1−A1

m .

3 while |(a0− a1)| > 0.01.

4 for i = 1 : m− 1 (for cycle for m+ 1 knots).

5 while ε ≥ 0.01 (condition to stop recurrence process.)

6 Set k(i) = Φ−1(Ai)

7 Calculate φ(k), Φ(k), f(xi),
(

∂f
∂λ

)

,
(

∂f2

∂λ2

)

,
(

∂Φ(k)
∂λ

)

,
(

∂2Φ(k)
∂λ2

)

.

8 Calculate µ̂ and σ̂ (using given formulas).

9 Calculate λ̂l+1 and ε.

10 end while

11 Store λ̂, µ̂, σ̂ and corresponding likelihood (ml).

12 end for

13 Store best ml results for λ̂, µ̂ and σ̂. Let imle be the best.

14 a0 = A(imle− 1), a0 = A(imle+ 1), calculate |a0 − a1|

15 end while

3 Conclusions and Future work

In a future work we will present a full simulation study to compare the two estimation methods.

3 245

Jorge Mendonça



References

[1] A. Atkinson, L. Pericchi and R. Smith, Grouped Likelihood for the Shifted Power Trans-
formation, Journal of the Royal Statistic. Society, Series B., 39,(1991), 473-482 .

[2] R. Gnanadesikan, Fractional Integrals and Derivatives: Theory and Applications, Wiley &
Sons, 1977.

[3] D. Barr and T. Sherrill, Mean and Variance of Truncated Normal Distributions, The Amer-
ican Statistician, 53:4, 357-361 (1999).

[4] M. Goto and T. Inoue, Some properties of power normal distribution, Journal of Biometrics,
1, 1, 28-54 (1980).

[5] M. Goto, T. Inoue and Y. Tsushihide, On estimation of parameters in power normal dis-
tribution, Bulletin of Informatics and Cybernetics, 21, 41-53 (1984).

[6] G. E. Box and D. R. Cox, An analysis of transformations, Journal of the Royal Stat. Soc.,
Series B., (1964) 26, 211-243.

[7] J. Freeman, R. Modarres, Inverse box-cox: The power-normal distribution, Statistics &
Probability Letters, 1, 764-772 (2006).
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Abstract: To e↵ectively capture the stochastic nature of wind speed, which greatly impacts
wind power generation, the Length-Biased-Weibull probability distribution is suggested.
This study explores the viability of Length-Biased-Weibull as an alternative to the prevalent
two-parameter Weibull model. Its appeal lies in its heavier right tail, which might suit
the positively skewed nature of wind speed, and its ease transition from the conventional
model. Wind speed data for three years were collected from a northern semi-arid and a
southern saharn Algerian sites.Upon analysis, it became evident that the Length-Biased
Weibull distribution outperformed other models based on RMSE, MAE and R2.
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1 Introduction

Wind and solar PV energies contributed 12.1% to global electricity demand in 2022, showcasing
its significance as a major renewable resource Renewables 2023 Report . Unlike other renewables,
wind energy is non-dispatchable, which imposes challenges in energy grid management [1]. To
attract investors, it is essential to provide precise feasibility studies. This involves a thorough
assessment of the annual wind energy yield [2]. The stochastic nature of the wind turbine power
output comes from its dependency on factors like geographic region, topography, and weather
conditions such as wind speed, temperature, and direction [3]. Wind speed is the factor that
a↵ects the most the wind turbine power output as the wind power is proportional to the cube
of wind speed, thus it is vital to describe the wind speed variations to optimize the design
of wind turbines and e↵ectively utilize the wind energy [4]. The average wind turbine power
output E[PW ] is given in Equation 1, where PW (x) is the wind turbine power output related to
x and f(x) is the probability density function (PDF) of x. Accurate estimation of f(x) reduces
uncertainty in predicting E[PW ] [5].

E[PW ] =

Z 1

0
Pw(x)fX(x)dx (1)
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The two-parameter Weibull (W2) is the most deployed PDF, following the recommendation of
the International Electro-technical Commission [2]. However, W2 cannot fit all wind regimes.
Thus, alternatives have been sought in the literature. This study investigates the capability of the
Length-Biased-Weibull (WLB) in providing more precise modeling to the stochastic variability
of wind velocity. Length-biased data occurs when every unit in the population does not have
the same chance to be sampled [6]. Length-biased distribution is a particular case of the more
general weighted distributions which were first introduced by Fisher (1934) then developed by
Rao (1965) [7]. Length-biased PDFs have many applications in econometrics, survival analysis,
renewal processes, biomedicine, and physics [7].

The reasons advocating the selection of WLB as an alternative to W2 are:

It has a heavier right tail as indicated in Figure 1. This feature, in particular, might be
useful in modeling the wind speed since it is heavily skewed to the right.

Various studies suggested more sophisticated alternatives to the W2 that are either mix-
ture distributions or unimodal PDFs with numerous parameters, thus complicating the
estimation parameters process.

Most wind power software packages like HOMER, WAsP, andWindSim predominantly rely
on W2 for wind power statistics [8]. Consequently, the transition to WLB is facilitated as
it represents a modification of W2.

More importantly, the potential of WLB in enhancing wind speed modeling e�cacy is
unexplored, highlighting a promising investigation.

2 Materials and Methods

2.1 The Two-Parameter Weibull

Since the 1970s, the W2 distribution has been extensively utilized to model wind speed data
due to its simplicity, requiring only two parameters ↵ (scale) and � (shape), and its flexibility
in mimicking various probability density functions (PDFs) such as exponential, Rayleigh, log-
normal, and normal distributions [2, 9]. It is particularly suitable for describing occurrences of
high wind speeds when � < 3.6, reflecting the positively skewed nature of wind speed phenom-
ena [42]. The popularity of W2 arises from its e�cacy in assessing wind potential at specific
sites, with ↵ indicating average wind speed and � characterizing the dispersion of wind speeds
around the mean. A low � value suggests a higher percentage of low wind speeds [2, 4, 8, 9].
The probability density function (PDF), the cumulative distribution function (CDF), The rth

non-central moment , skewness, kurtosis are given in the following Equations [9].

X ⇠ W2 (↵,� ) , fW2(x) =
�

↵�
x��1e

�(
x

↵
)�

;x � 0,↵ ,�> 0 (2)

FW2(x) = P [X  x] = 1� e
�(

x

↵
)�

;x � 0,↵ ,�> 0 (3)

E (Xr) = ↵r�

✓
1 +

r

�

◆
(4)
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Figure 1: Length-Biased Weibull (WLB) and two-parameter Weibull (W2) distributions

2.2 The Length - Biased Weibull Distribution

LetX be a non negative random variable,X is said to have the Weibull length-biased distribution
if its density function is given by [6, 7]

X ⇠ WLB (↵,� ) , fWLB(x) =
�

↵�+1 �(1 + 1
� )

x�e
�(

x

↵
)�

;x � 0,↵ ,�> 0 (7)

The relationship between WLB and W2 is expressed in Equation 8.

fWLB(x) =
x fW2(x)

E[X]
;x � 0 (8)

The CDF, the rth non-central moment , skewness, and kurtosis are given in the following Equa-
tions, where �(.) is the lower gamma function [7].
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The coe�cients of skewness and kurtosis are functions of the shape parameter � only. The
Weibull distribution is symmetric for � = 3.448, positively skewed with a tail to the right for
values � < 3.448 which might be interesting for wind power applications, and negatively skewed
with a tail to the left for � > 3.448. The kurtosis is positive for values of the shape parameter
that are �  2.164 or � > 5.455 [7].

2.3 Parameter Estimation Methods

In this study, the maximum likelihood method (MLM), the method of moments, the method
of linear moments (LMOM), the least square method (LSM), and the method of weighted least
squares (WLSM) are deployed. MLM stands as a prominent and dependable point estimation
technique widely employed in statistical inference. The estimates are obtained by maximizing
the log-likelihood function’s value. The MLM estimates for W2 and WLB are obtained through
equations referenced as 13 and 14, respectively [9].
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In contrast to MLM, MOM estimates are derived by equating theoretical and empirical non-
central moments. Although straightforward, computationally simple, and consistent, MOM
estimates are deemed ine�cient [9].
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LSM serves as an alternative to MLM but exhibits lesser desirable characteristics. It involves
minimizing the sum of squared deviations between the cumulative distribution function and
the empirical cumulative distribution function [9]. WLSM, an extension of LSM, addresses
challenges in regression analysis arising from violated assumptions of homoscedasticity and the
presence of extreme outliers. By assigning lower weights to influential observations or outliers,
WLSM mitigates their impact on parameter estimates [9].
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3 Results and discussion

3.1 Data Description

In-Salah is a Saharan onshore location known as the windiest region in Algeria [10]. Hourly
wind data sourced from the National Meteorological O�ce (ONM) were utilized, from the period
January 2104 to December 2016, recorded at a height of 10 m AGL at In-Salah. Conversely, the
Sidi-Bel-Abbas (SBA) site exhibits a semi-arid climate within Northern Algeria. SBA’s data
were obtained from NASA’s MERRA2 dataset, covering hourly averages from January 2017 to
December 2019. Table 1 presents the descriptive statistics of the utilized datasets. Notably, wind
speeds at In-Salah exhibit higher velocity and greater variability compared to SBA, as evidenced
by mean and standard deviation values. Both datasets demonstrate positive skewness (0.54 for
In-Salah and 0.96 for SBA), yet the wind distribution at SBA displays a heavier-tailed right
skew, as indicated by an excess kurtosis of 0.85.

Table 1: Descriptive Statistics for In-Salah and SBA Sites

Site Mean Median Mode Std IQR Min Max Skewness Excess Kurtosis

In-Salah 6.97 6.7 5.1 2.8 3.7 0.1 21.6 0.54 -0.05
SBA 4.13 3.6 2.47 2.36 3.05 0.03 13.69 0.96 0.85

3.2 Data Analysis

Tables 2 and 3 present comprehensive metrics including shape and scale parameters, root mean
square error (RMSE), mean absolute error (MAE), and coe�cient of determination (R2) criteria
for assessing the goodness-of-fit of wind speed distributions at the In-Salah and SBA sites. At
the In-Salah site (Table 2), a comparison between the WLB and W2 distributions reveals varying
performance across di↵erent PEMs. For the WLB distribution, all PEMs, namely MLM, MOM,
LSM, andWLSM demonstrate comparable goodness-of-fit, withR2 values ranging from 0.9551 to
0.9615. Conversely, for the W2 distribution, MLM, MOM, and WLSM exhibit slightly lower R2

values compared to the WLB distribution, suggesting a weaker fit. Notably, WLSM consistently
yields the highest goodness-of-fit among the evaluated PEMs for both PDF types as indicated
in Figure 2 (A). Similarly, at the SBA site, Table 3 and Figure 2 (B), a comparable trend is
observed, although the di↵erences between the performances of WLB and W2 distributions are
more pronounced. Across various PEMs, the WLB distribution consistently demonstrates strong
goodness-of-fit, with R2 values ranging from 0.9868 to 0.9876. In contrast to In-Salah data, LSM
emerged as the most e↵ective estimation method form both WLB and W2 distribution according
to RMSE and R2. Having a high positive skewness and a large excess kurtosis may contributed
to the evident disparity between WLB and W2, when analyzing the SBA data.
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Table 2: Goodness-of-fit at In-Salah
WLB W2

PEMs Shape Scale RMSE MAE R2 Shape Scale RMSE MAE R2

MLM 2.1298 6.3232 0.0105 0.0068 0.9610 2.6614 7.8454 0.0123 0.0079 0.9467
MOM 2.1295 6.3217 0.0105 0.0068 0.9610 2.6768 7.8346 0.0122 0.0079 0.9477
LSM 2.0409 6.1812 0.0113 0.0074 0.9551 2.6063 7.7324 0.0125 0.0083 0.9451
WLSM 2.1370 6.3109 0.0105 0.0068 0.9615 2.7219 7.7799 0.0119 0.0078 0.9506

Table 3: Goodness-of-fit at SBA
WLB W2

PEMs Shape Scale RMSE MAE R2 Shape Scale RMSE MAE R2

MLM 1.3413 2.8718 0.0076 0.0049 0.9869 1.8450 4.6630 0.0121 0.0082 0.9671
MOM 1.3350 2.8600 0.0077 0.0049 0.9868 1.8160 4.6486 0.0122 0.0083 0.9663
LSM 1.3408 2.8463 0.0074 0.0051 0.9876 1.8745 4.5504 0.0109 0.0079 0.9734
WLSM 1.3443 2.8668 0.0075 0.0049 0.9873 1.8837 4.5975 0.0112 0.0079 0.9716

Figure 2: Wind speed at (A) In-Salah and (B) SBA superimposed with di↵erent models

4 Conclusion

Accurate modeling of wind speed variations is crucial for optimizing wind turbine design and
energy utilization. While the W2 distribution is widely used, alternatives like WLB distribu-
tion o↵er potential improvements, especially in capturing the heavy right tail of wind speed
distributions. The analysis based on wind speed data collected from two Algerian sites showed
that WLB demonstrates strong performance particularly when equipped with WLSM and LSM
methods.
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 Abstract: The existence of pharmaceutical pollutants (PhP) in water systems represents a significant 
worldwide problem. By searching innovative solutions for PhP removal from wastewater and drinkable waters, 
it was found that usual plants do not remove PhP. As a viable solution, the rehabilitation of the existing plants 
was proposed. A decision instrument, which provides a rigorous solution regarding the treatment efficiency is 
ANOVA factorial analysis with or without interaction. Two-factor, three-factor or multiple-factor factorial 
experiments can realize a more complex analysis of the possibilities to treat several PhP by different methods to 
choose the most appropriate way for their removal from wastewaters and drinkable waters. The increasing 
production and consumption of medicines multiply from one year to the next, and thus their increasing impact 
on the environment and people's health requires the intensification / continuation of research on this topic. The 
design of such an improved plant is presented with indications for technological objects including components, 
calculation details and examples, all these representing an important engineering solution to this capital problem. 
For the improvement of the existent plants, the introduction of corresponding membranes is proven by 
appropriate computations and all the necessary elements for such an action are described in accordance with 
specialty studies. The engineering solution is based on data collection, while the interpretation and organizing 
for appropriate statistical models are necessary for a deeper understanding of phenomena. Complex mathematical 
models can be formulated, and their solutions obtained via variational methods conduct, by usage of a proper 
numerical method, to the concrete solution. The aim of this work is to discuss different statistical models and 
variational methods which could be applied to draw solutions for real problems evolved during rehabilitation of 
TPs for pharmaceuticals removal. 
 
 keywords: modeling real phenomena; p-Laplacian; p-pseudo-Laplacian; treatment plant rehabilitation 
  
 MSC2020: 35A01; 35A15; 35J35; 35J40; 47J30.                                                                                    
 
1 Introduction 

 
In the last years, the existence of pharmaceutical pollutants (PhP) in water systems 
represents a significant worldwide problem and they are considered an important class of 
emerging contaminants. Although the pharmaceutical wastes (due to their enormous 
amount) are toxic, non-biodegradable and bio-accumulative – like persistent organic 
pollutants, they are not nominated according to the Stockholm Convention [1]. 
Pharmaceutical residues were detected in surface and ground waters, wastewaters after 
processing, and more in drinkable waters. Traditional wastewaters treatment plants 
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(WTPs) are inadequate for the elimination of these contaminants. The negative effect 
caused by pharmaceutical contaminants on human health and terrestrial ecosystems is 
relatively recently established. The detection of these pollutants in aquatic systems 
implies significant financial efforts and highly qualified personnel. 
 By searching the innovative solutions for PhP removal from wastewater and 
drinkable waters, it was found that usual WTPs are not designed to remove PhP and the 
conventional plants with primary and secondary levels do not remove, generally, such 
pharmaceutical micropollutants. Treatment plants (TPs) which apply disinfection with 
residual free chlorine can eliminate only around 50% of them [1]. The advanced treatment 
techniques such as adsorption on activated carbon (AC), microfiltration (MF), 
ultrafiltration (UF), and advanced oxidation processes (AOPs) can remove efficiently 
these contaminants, while nanofiltration (NF) and reverse osmosis (RO) almost 
completely [1]. Among the technological operations of advanced treatment studied at 
level of laboratory, pilot, and, in cases of some operations, functional TP, the most 
attractive methods are adsorption on granulated AC, MF, UF, NF and RO. The first 
technique is considered as being more convenient since the investment costs are lower, 
needs smaller operating expenses (power, qualified personnel, reagents), there are no 
complicated problems to eliminate washing / cleaning of membranes which are 
sometimes more toxic than the substances dissolved in water and allow the reuse of 
exhausted adsorbent material [2]. TPs using membranes are appropriate for small 
population centers. Our attention was focused on two models of rehabilitated TP for 
surface and underground waters respectively [3] and for this reason, a mathematical 
model for passage of the PhP through the considered membranes is needed. 
 An important decision instrument, which provides a rigorous solution regarding the 
treatment efficiency is provided by ANOVA factorial analysis with or without 
interaction. Two-factor, three-factor or multiple-factor factorial experiments can realize 
a more complex analysis of the possibilities to treat several PhP by different methods to 
choose the most appropriate way for their removal from wastewaters and drinkable 
waters [2]. 
 The rehabilitation of the existent TPs is a viable solution to clean the water also by 
removing this type of contaminants which cause hazardous effects on human health and 
on environment. In this paper, the design of such an improved plant [3] with indications 
for technological objects including components, calculation details and examples all 
these representing an important engineering solution to the above capital problem is 
completed by searching mathematical models for the passage of wastewater either 
through AC or a membrane.  
 To deepen the understanding of the phenomena involved in the considered when 
rehabilitating the existing plants, two problems will be formulated: flow through porous 
media, when we consider AC solution and membranes when AC, MF, UF, NF and RO 
are considered. Special conditions can be established for any concrete problem. 

 
2 Results and discussion 

 
In order to model the flow through AC, start with determination of porosity, compaction, 
compressibility of the considered porous medium, capillarity properties, i.e. saturation, 
wettability and, in the end, permeability. Starting from Darcy law, written for an 
incompressible or low-compressible fluid, obtain an equation with partial derivatives 
with p-Laplacian. The medium can be considered isotropic, the form of the set is 
cylindrical. A mathematical physics problem appears with boundary conditions given by 
the type of this cylinder. Since water can be well approximated as an incompressible 
fluid, a homogeneous p-Laplace equation for the pressure is obtained. Such a problem 
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can be solved either by considering a surjectivity method [4], or by obtaining a weak 
solution via an appropriate variational method [4] followed by corresponding numerical 
approach. 
 For the second case of the flow through a chosen membrane, a complete design 
solution with calculation examples is given in [3]. As an interesting mathematical model 
can be considered the vibration of the membrane, its displacement being an indicator of 
the membrane loading and hence the need to be changed. In [5], the problem of nonlinear 
elastic membrane with p-Laplacian and with p-pseudo-Laplacian is solved by using 
several results involving surjectivity and variational methods and they can be completed 
by appropriate numerical methods.  

 
3 Conclusions and Future work 

 
This work continues some studies of the author related to pharmaceutical pollutants from waste and 
drinkable waters. As a result of previous research, a viable solution for PhP removal it turned out to 
be the rehabilitation of the existent plants by adding the filtration through AC or membranes. 
Mathematical models for the flow through the porous medium – the cylinder with AC (for the pressure 
or the potential function) involving the p-Laplacian have been proposed. Also, for membrane usage, 
the mathematical physics problem for the displacement of the membrane with p-Laplacian of for p-
pseudo-Laplacian could be of interest. 
 The two models can be visualized by applying Computational Fluid Dynamic (CFD) program. 
But the first future work is the detailed obtaining of the proposed models. 
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Abstract: Partial di↵erential equations with nonstandard growth and applications, Special
Session #14.
In a bounded and simply connected domain D ⇢ Rd, d = 2, 3, with regular boundary @D, we
aim to control the dynamics of a class of stochastic incompressible third grade fluids. The
control is introduced through a predictable stochastic force. The objective is to minimize a
tracking-type cost functional, for which the velocity vector field is oriented towards a desired
velocity profile, often referred to as the target. We recall the well-posedness results of the
state equation, then prove some related stability results. Next, we study the well-posedness
of the linearized state’s solution and show that it coincides with the Gateaux derivative of
the control-to-state mapping. Furthermore, we study existence and uniqueness results for
the corresponding backward stochastic adjoint system and finally derive the duality relation
and necessary optimality condition for the control problem.

keywords: Optimal control; Stochastic PDEs; Third grade fluids.
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1 Introduction

Most real fluids are classified into two categories: Newtonian and non-Newtonian. Although
many fluids exhibit a linear relationship between shear stress and shear rate, being classified as
Newtonian fluids, an important class of natural fluids such as mud, quicksand, blood plasma and
most fluids used in engineering and technology (e.g. nanofluids), food processing, the cosmetics
industry, etc. do not possess such a linear relationship and belong to the class of non-Newtonian
fluids.

Some of the relevant models describing non-Newtonian fluids are the second and third grade
fluids equations. Throughout this work, we consider the latter.

Recall that stochastic incompressible third grade fluids equations for the random velocity vector
field u, reads as follows

d(u� ↵1�u) = (�rp+ µ�u� u ·ru+ ↵1div(u ·rA+ (ru)TA+A(ru))

+ ↵2div(A
2) + �div(|A|2A) + � )dt+ �(·, u)dB(·), (1)
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where p corresponds to the pressure, µ > 0 denotes the viscosity of the fluid, ↵1, ↵2 are normal
stress modulli, � > 0 is the specific material modulli and A := A(u) = ru+(ru)T represents the
Rivlin-Ericksen kinematic tensor A1. Moreover, � represents an external force and �(·, u)dB(·)
stands for the stochastic perturbation, also called the multiplicative Wiener noise. According
to Fosdick-Rajagopal’80 and Dunn-Rajagopal’95, physical and thermodynamic considerations
impose the following restrictions on the physical constants

↵1 � 0, |↵1 + ↵2|  (24µ�)
1
2 .

Recently, the control problem for two-dimensional deterministic third grade fluids supplemented
by Navier slip boundary conditions was addressed by Tahraoui and Cipriano’2023, [3]. Subse-
quently, in [4] the same authors studied the control problem for stochastic third grade fluids
equations in 2d and 3d, where the strong solution of the state equation exists only locally in
time. In the above-mentioned works, the existence and uniqueness of an optimal control has
been shown and necessary optimality conditions have been established.

2 Results and discussion

In a bounded and simply connected domain D ⇢ Rd, d = 2, 3, with regular boundary @D, we aim
to control the state dynamics of stochastic third grade fluids (1), for the particular case, ↵1 = 0,
globally in time. The control is introduced through a predictable stochastic force, denoted�
and the objective is to optimally minimize a tracking-type cost functional, for which the velocity
vector field is oriented towards a desired velocity profile, often referred to as the target.

To achieve this, we follow two main steps:

Step 1. Show existence (and uniqueness) of an optimal control� ⇤ to the following control problem:

Let Uad denote the set of admissible controls, which is a non-empty, bounded, closed and
convex subset of L2(⌦, L2([0, T ];L2(D))). Consider the cost functional J : Uad ! R, given
as

J(�, U) =
1

2
E
Z T

0
kU � udk22dt+

⇤

2
E
Z T

0
k�k22dt, (2)

where⇤ > 0 is given and ud 2 L
2(0, T ;L2(D)) represents a desired target field. Thus, the

control problem to be studied is given as follows

min
�2Uad

{J(�, U) : U is the solution to the state equation with the force� },

more precisely, (
Find� ⇤ 2 Uad such that

J(�⇤
, U

⇤) = min�2Uad J(�, U).

Step 2. Derive the first order optimality condition by proving the following sub-steps

1. the linearised state equation admits a unique solution Z, with U replaced by U
⇤ and

the force  replaced by � �⇤;

2. the stochastic backward adjoint equation admits a unique solution p
⇤, with U replaced

by U
⇤ and the force � = U

⇤ � ud;

3. the following duality property holds

E
Z T

0
( � �⇤

, p
⇤)dt = E

Z T

0
(U⇤ � ud, Z)dt, 8 2 Uad.
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Finally, the necessary optimality condition holds, for any 2 Uad

E
Z T

0
[⇤(�⇤

, � �⇤) + ( � �⇤
, p

⇤)]dt � 0.
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1 Introduction

Recently, the existence of solutions for equilibrium problems have been discussed by many au-
thors. For instance,[1] establishes new criteria for existence of solutions for equilibrium problems.
[2] provides some su�cient and necessary conditions for existence of solutions for equilibrium
problems. [3] studied the existence of projected solutions for generalized Nash equilibrium prob-
lems in Banach spaces settings. The existent solutions of equilibrium problems can be used to
solve the price war in the business world [4], the Pareto-optimal solutions of a certain vector
optimization problem [5], and so on. The concepts of weak and strong solutions for such problem
are introduced by [13] as follows: let X ,Y,W be three Hausdor↵ topological vector spaces, K a
nonempty closed convex subset of X , C a proper closed convex pointed solid cone in W, given
two set-valued mappings F : Y ⇥ K ⇥ K ◆ W and Q : K ◆ Y. A point x̄ 2 K is a weak

solution of (EP)F if F (s̄, x̄, y) 6⇢ �intC for all y 2 K and for some s̄ 2 Q(x̄). A point x̄ 2 K is
a strong solution of (EP)F if there is s̄ 2 Q(x̄) such that F (s̄, x̄, y) 6⇢ �intC for all y 2 K. [13]
also establishes both existences of weak and strong solutions of (EP)F . We observed that there
were many results concerned about the relation for these two kind solutions of (EP)F in [13].
In this paper, we further proposed two levels (EP) with a couple set-valued mappings, F and
H, and realized how the weak solution of first level (EP) with respect to F , (EP)F , determined
the strong solution of second level (EP) with respect to H, (EP)H . By employing some new
techniques which are di↵erent from the ones that used in [12]-[13], we would like to investigate
the dependent relationships between the both solutions for (EP)F and (EP)H .
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2 Scalar Minimax Theorems

We first present some fundamental concepts will be used in the sequel:

Let Q be a nonempty subset of W. A point q 2 Q is called a minimal point of Q if Q\ (q�C) =
{q}; MinQ means the set of all minimal points of Q; another analogous definitions for maximal

point, weakly minimal point, weakly maximal point of Q can be found in [6, 7, 10]. We denote
that, for a nonempty compact set Q, MinQ ⇢ MinwQ and MaxQ ⇢ MaxwQ. Both sets MaxQ

and MinQ are nonempty, and both relations Q ⇢ MinQ + C and Q ⇢ MaxQ � C are valid.
Furthermore, in R, MaxQ = MaxwQ = maxQ, MinQ = MinwQ = minQ.

The following theorem will help us discuss the scalar hierarchical minimax results which play
an important role to solve the set-equilibrium problem.

Theorem 1 Let X be a nonempty compact (not necessary convex) subset of real Hausdor↵ topo-

logical vector spaces, Y be a nonempty (not necessary convex) subset of real Hausdor↵ topological

vector spaces. Suppose that the set-valued mappings F, S, T,G : X⇥Y ◆ R with nonempty com-

pact values, maxF (x, y),maxS(x, y),maxG(x, y) exist for all (x, y) 2 X ⇥ Y , and satisfy the

following conditions: (i) the mapping x 7! F (x, y) is lower semi-continuous on X for each y 2 Y ;

(ii) the mapping x 7! S(x, y) is above R+-convexlike[6] on X for each y 2 Y , and the mapping

y 7! T (x, y) is below R+-concavelike[6] on Y for each x 2 X; and (iii) for each (x, y) 2 X ⇥ Y ,

maxF (x, y)  maxS(x, y), T (x, y) ⇢ S(x, y)+R+, and G(x, y) ⇢ T (x, y)+R+. Then, for each

t 2 R, either there is y0 2 Y such that minG(x, y0) � t for all x 2 X or there is x0 2 X such

that maxF (x0, y)  t for all y 2 Y .

Theorem 2 Under the framework of Theorem 1, in additional, Y is compact, the sets
S

y2Y F (x, y)
and

S
x2X G(x, y) are compact for each (x, y) 2 X⇥Y , both mapping y 7! G(x, y) is lower semi-

continuous on Y for each x 2 X. Then the relation (sH)

min
[

x2X
max

[

y2Y
F (x, y)  max

[

y2Y
min

[

x2X
G(x, y)

holds.

Throughout this paper, unless stated otherwise, we assume that X,Y are two nonempty subsets
of real Hausdor↵ topological vector spaces, respectively. Let W be a real Hausdor↵ topological
vector space, C a proper closed convex pointed solid cone in W. The Gerstewitz function ⇠kv

with k 2 intC and v 2 W.

3 Hierarchical Minimax Theorems

As an appplication for scalar hierarchical minimax theorems, we first establish the following
hierarchical minimax theorem:

Theorem 3 Let X and Y be two compact (not necessarily convex) sets. Given the set-valued

mappings F, S, T,G : X ⇥ Y ◆ W with nonempty compact values, both sets [y2Y F (x, y) and

[x2XG(x, y) are compact for each (x, y) 2 X ⇥ Y , and satisfy the following conditions: (i)
x 7! F (x, y) is lower semi-continuous on X for each y 2 Y , y 7! G(x, y) is lower semi-

continuous on Y for each x 2 X; (ii) x 7! ⇠kvS(x, y) is above R+-convexlike for each y 2 Y ,

y 7! ⇠kvT (x, y) is below R+-concavelike for each x 2 X; (iii) for each (x, y) 2 X ⇥ Y , we have
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F (x, y) ⇢ S(x, y)�C, T (x, y) ⇢ S(x, y)+C and G(x, y) ⇢ T (x, y)+C; and (iv) for each x 2 X,

Min
S

x2X Maxw
S

y2Y F (x, y) ⇢ Maxw
S

y2Y F (x, y)� C. Then the relation

Min
[

x2X
Maxw

[

y2Y
F (x, y) ⇢ Max

[

y2Y
Minw

[

x2X
G(x, y)� C (I(F,G))

holds.

4 Hierarchical Equilibrium Problems

In this section, we will discuss how the weak solution of first level (EP) with respect to F ,
(EP)F , determined the strong solution of second level (EP) with respect to G, (EP)G. One
of the existence results about the weak solution of first level (EP)F , can be found in Theorem
15[12].

Theorem 4 Let K be a nonempty compact convex subset of a Hausdor↵ topological vector

space, Q : K ◆ Y have nonempty compact (not necessarily convex) values, and denote QK :=
[x2KQ(x). The mappings F, S, T,H : QK ⇥K ⇥K ◆ W have nonempty compact values and

satisfy the following conditions: (i) x 7! Q(x) is upper semi-continuous on K, s 7! F (s, x, y)
is lower semi-continuous on QK for each (x, y) 2 K ⇥ K, and s 7! G(s, x, y) is continuous

on QK for each (x, y) 2 K ⇥ K, y 7! G(s, x, y) is lower semi-continuous on K for each

(s, x,2 QK ⇥K; (ii) y 7! ⇠kvT (s, x, y) is below R+-concavelike on K for each (s, x) 2 QK ⇥K,

s 7! ⇠kvS(s, x, y) is above R+-convexlike on QK for each (x, y) 2 K⇥K; (iii) for each (s, x, y) 2
QK ⇥ X ⇥ Y , we have max ⇠kvF (s, x, y)  max ⇠kvS(x, y), ⇠kvT (s, x, y) ⇢ ⇠kvS(s, x, y) + R+,

⇠kvG(s, x, y) ⇢ ⇠kvT (s, x, y) + R+; and (iv) for each (s, x) 2 QK ⇥ K, there is an wsx 2 K

such that max ⇠kvH(s, x, wsx)  max
S

s2TK
min

S
y2K ⇠kvH(s, x, y). Suppose that (EP)F has a

weak solution, says x̄ 2 K and for some s̄ 2 Q(x̄), [y2K⇠kvF (s, x̄, y) and [s2Q(x̄)⇠kvG(s, x̄, y)
are compact, then (EP)H has a strong solution.

The following Theworewm is an existent result of strong solution for (EP)H .

Theorem 5 Let K be a nonempty compact convex subset of a Hausdor↵ topological vector

space, Q : K ◆ Y have nonempty compact convex values, the mappings F,G,H : QK⇥K⇥K ◆
W have nonempty compact values and satisfy the following conditions: (i) x 7! Q(x) is upper

semi-continuous on K, y 7! F (s, x, y) is lower semi-continuous on K for each (s, x) 2 QK⇥K,

s 7! G(s, x, y) and s 7! H(s, x, y) are lower semi-continuous on QK for each (x, y) 2 K ⇥K,

s 7! F (s, x, y) is upper semi-continuous on QK for each (x, y) 2 K ⇥K, and y 7! H(s, x, y) is

continuous on K for each (s, y) 2 QK⇥K; (ii) s 7! ⇠kvF (s, x, y) is above R+-concave on QK for

each (x, y) 2 K ⇥K, y 7! ⇠kvG(s, x, y) is above R+-convex or above R+-quasi-convex on K for

each (s, x) 2 QK ⇥K, s 7! ⇠kvH(s, x, y) is above R+-concave on QK for each (x, y) 2 K ⇥K;

(iii) for each (s, x, y) 2 QK ⇥ X ⇥ Y , we have MaxwF (s, x, y) ⇢ MaxwG(s, x, y) � C and

MaxwG(s, x, y) ⇢ MaxwH(s, x, y)�C; and (iv) for each x 2 K and s 2 Qx, there is an wsx 2 K

such that max ⇠kvH(s, x, wsx)  max
S

s2QK
min

S
y2K ⇠kvH(s, x, y). Suppose that (EP)F has a

weak solution, says x̄ 2 K and for some s̄ 2 Q(x̄), then (EP)H has a strong solution.
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Abstract: Our study focuses on the Navier-Stokes equations in water flow. We incorporate
the multidimensional Navier-Stokes equations and the k � " turbulence model. This work
aims to establish the analysis of weak solutions for the velocity vector, turbulent kinetic
energy, and dissipation rate (u, k, ") in a coupled system of nonlinear parabolic equations.
Our model includes conditions for external forces and initial and boundary data within L2

space in a finite domain ⌦. The main result predicts the L2 behaviour of solutions to the
Navier-Stokes equations along with the k � " turbulence model.
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1 Introduction

The Navier-Stokes equations are instrumental in understanding fluid behavior across various
domains. In two dimensions, the regularity and uniqueness of solutions are relatively well-
established. Thanks to the work of Ladyzhenskaya [1], it has been proven that solutions to
the two-dimensional Navier-Stokes equations are regular and unique. In three dimensions (3D)
the situation is challenging: Leray’s work [2] introduced the existence of weak solutions for the
3D Navier-Stokes equations. In [3], Tao explores fluid motion under varying potentials. The
Navier-Stokes equations in their most general 3D form for an incompressible fluid are given by:
a) The continuity equation (Mass Conservation) r ·u = 0, where u is the velocity field. b) The
Momentum Conservation ⇢

�
@u
@t + u ·ru

�
= �rp + µr2u + F, where ⇢ is the fluid density, p

is the pressure, µ is the dynamic viscosity, and F represents external forces (like gravity). In
what regards with the turbulence modeling, one common approach is to use Reynolds-Averaged
Navier-Stokes (RANS) equations that can be expressed as: ⇢

�
@u
@t + u ·ru

�
= �rp + µr2u +

F � r · ⌧R, where u is the time-averaged velocity field, p is the time-averaged pressure, µ
is the dynamic viscosity and ⌧R is the Reynolds stress tensor that is given by: ⌧R = ⇢u0u0,
where u0 represents the fluctuating component of the velocity field (i.e., u = u + u0). The
challenge in RANS modeling is to accurately represent this Reynolds stress tensor. In our case,
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we consider the Boussinesq hypothesis (refer to [4] for additional insights and Equation 22 in
[5]), so that the tensor can be approximated as: ⌧R ⇡ �⇢⌫t(ru + (ru)T ) + 2

3⇢kI, where ⌫t is
the eddy viscosity, k is the turbulent kinetic energy, and I is the identity matrix. Note that
the first part involving the velocity gradients models the turbulent shear stresses while the term
2
3⇢kI represents the isotropic part of the Reynolds stress tensor. The 2

3 factor comes from
the assumption of isotropic turbulence at the smallest scales, distributing the turbulent kinetic
energy equally among the three directions. Hence, the RANS momentum equation with the
Reynolds stress tensor becomes: ⇢

�
@u
@t + u ·ru

�
= �rp+r·

⇥
(µ+ ⇢⌫t)(ru+ (ru)T )

⇤
� 2

3⇢kr·
I+F. To analyze the regularity of solutions, consider the coupled system of equations consisting
of the RANS momentum equation along with the equations for k and " in the turbulence model
that are given as follows:

Momentum Equation:

⇢

✓
@u

@t
+ u ·ru

◆
= �rp+r ·

✓
µ+ ⇢Cµ

k2

"

◆⇣
ru+ (ru)T

⌘�
� 2

3
⇢kr · I+ F. (1)

Turbulent Kinetic Energy Equation:

@k

@t
+ u ·rk = r ·

✓
µ+

Cµk2

"�k

◆
rk

�
+ Pk(u)� ", (2)

where Pk represents the production term of turbulent kinetic energy due to the mean velocity
gradients in the fluid flow.

Dissipation Rate Equation:

@"

@t
+ u ·r" = r ·

✓
µ+

Cµk2

"�"

◆
r"

�
+ C"1

"

k
Pk � C"2

"2

k
. (3)

We transform these equations into weak formulations. For a test function v 2 V, where V is a
suitable space of test functions (such as a Lebesgue space), the weak form is:

Z

⌦
⇢

✓
@u

@t
+ u ·ru

◆
· v d⌦ =

Z

⌦


�pr · v +

✓
µ+ ⇢Cµ

k2

"

◆
(ru+ (ru)T ) : rv � 2

3
⇢k(r · I) · v + F · v

�
d⌦.

(4)

For a scalar test function � 2 W, where W is an appropriate functional space:

Z

⌦

✓
@k

@t
+ u ·rk

◆
� d⌦ =

Z

⌦


�
✓
µ+

Cµk2

"�k

◆
rk ·r�+ Pk�� "�

�
d⌦. (5)

For a scalar test function  2 W, the weak formulation of the dissipation rate equation is:

Z

⌦

✓
@"

@t
+ u ·r"

◆
 d⌦ =

Z

⌦


�
✓
µ+

Cµk2

"�"

◆
r" ·r + C"1

"

k
Pk � C"2

"2

k
 

�
d⌦. (6)

The Neumann boundary condition is considered to reflect the posibility of non-slip at the borders
because of turbulence: @u

@n = gu on @⌦. Similarly: @k
@n = gk,

@"
@n = g" on @⌦, with gu, gk, g" 2

L2(⌦).We supplement the boundary condition with the initial data that will be further specified.

2 Results and discussion

Theorem 1: Let ⌦ ✓ Rn, with n = 2, 3, be a bounded domain with a su�ciently smooth
boundary. Consider the RANS momentum equation (1) and the k � " model given in (2) and
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(3) along with their weak formulations (4), (5), and (6). Suppose F 2 L2(⌦). Assume initial
conditions u0 2 L2(⌦), k0 2 L2(⌦), and "0 2 L2(⌦) for the velocity, turbulent kinetic energy,
and dissipation rate, respectively, and consider the Neumann boundary conditions. Then, there
exist weak solutions (u, k, ") such that u 2 L2(⌦), k 2 L2(⌦), and " 2 L2(⌦).

The demonstration of the main lines in the theorem is presented herein, leaving an in depth
proof to be discussed in more detail and extensive versions of this work. First, we construct
a sequence {un, kn, "n} where each component of the sequence belongs to a finite-dimensional
subspace of the L2 space. Hence, consider a set of basis functions {vi} for the velocity, {�j}
for the turbulent kinetic energy, and { k} for the dissipation rate. Each basis function be-
longs to the L2 space. Then: un =

Pn
i=1 a

n
i vi, kn =

Pn
j=1 b

n
j �j , "n =

Pn
k=1 c

n
k k, where

ani , b
n
j , and cnk are coe�cients to be determined. We shall now insert these approximations

into the weak formulations (4), (5) and (6). For the system to be solvable, the residual of
each equation (the di↵erence between the left-hand side and right-hand side of the weak for-
mulations) must be orthogonal to the space spanned by the basis functions. This leads to a
system of algebraic equations generally expressed as A(an,bn, cn) = f , where A is a matrix
representing the coe�cients of the system, (an,bn, cn) is the vector of unknown coe�cients,
and f represents the forcing terms and initial conditions. We provide a qualitative discussion
to ensure that solutions to the algebraic equation exist based on the Lax-Milgram theorem: It
states that if A : V ! V ⇤ is a continuous, coercive (bounded below) linear operator from a
Hilbert space V to its dual V ⇤, then for every f 2 V ⇤, there exists a unique u 2 V such that
A(u) = f . Hence, if we assume that the coe�cients an,bn, cn belong to L2(⌦) and that the
operator A is continuous, we shall show that A is coercive, meaning there exists a constant
C > 0 such that hA(u),ui � Ckuk2, 8u 2 V. Then, given the nature of the RANS equations,
we consider the general bilinear form associated with A (refer to the convective derivative term
on the left hand side in (4)): hA(u),vi =

R
⌦ a(x,u,ru) · v d⌦, where a(x,u,ru) represent

the principal part of the di↵erential operator, typically involving terms like ru. Poincare’s
inequality states that for functions in general spaces, there is a constant CP > 0 such that
kukL2(⌦)  CP krukL2(⌦). Now let us consider the energy functional E(u) associated with the
operator A: E(u) =

R
⌦ |ru|2 d⌦. Using Poincare’s inequality, we can establish a lower bound

for E(u): E(u) =
R
⌦ |ru|2 d⌦ � 1

C2
P
kuk2L2(⌦). Given the above energy estimate, we can show

the coercivity of A: hA(u),ui =
R
⌦ a(x,u,ru) · u d⌦ �

R
⌦ |ru|2 d⌦ � 1

C2
P
kuk2L2(⌦). Certainly,

we can apply the Lax-Milgram theorem, as stated previously, to conclude the existence and
uniqueness of a solution to our system A(u) = f , at least in its linearized form. Now, we aim
to show that the sequence of approximate solutions {un, kn, "n} converges in the respective L2

spaces. This involves demonstrating the boundedness of the sequence and utilizing compactness
arguments. The first step is to establish that the sequence of approximate solutions is bounded
in the L2 norm. Due to energy conservation or dissipation properties of the momentum equa-
tion, there exists a constant C1 such that: kunkL2(⌦)  C1. Similarly, for the turbulent kinetic
energy, we derive an estimate for kn from the approximated kinetic energy equation, yielding
a constant C2 where kknkL2(⌦)  C2. Similarly for the dissipation rate k"nkL2(⌦)  C3. With
the boundedness of the sequence preliminary established following our basic intuition about the
dissipation mechanisms in a finite domain, we can apply compactness arguments to demonstrate
convergence. Using the Rellich-Kondrachov compactness theorem, we can extract convergent
subsequences from {un, kn, "n}. Specifically, the boundedness in L2 implies the existence of
subsequences {unk , knk , "nk} that converge strongly in L2(⌦). In addition, these subsequences
converge strongly to some functions u, k, " in L2(⌦), which are the limit points of the sequences,
thereby proving the convergence of the sequence of approximate solutions in the respective
L2 spaces. We now need to show that these limit functions satisfy the weak formulations of
the RANS equations and the k � " model. The key step is to pass to the limit in the weak
formulations of the approximated equations. We select the main equation as (4) and provide
the arguments for this case (similarly for (5) and (6) equations), hence and generally we have:
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limn!1
R
⌦ (terms involving un, kn, "n) d⌦ =

R
⌦ (corresponding terms involving u, k, ") d⌦. The

n-th approximation is given by

Z

⌦
⇢

✓
@un

@t
+ un ·run

◆
· v d⌦ =

Z

⌦


�pnr · v +

✓
µ+ ⇢Cµ

k2n
"n

◆
(run + (run)

T ) : rv + F · v
�
d⌦.

(7)

For linear terms, the convergence is straightforward due to the linearity of the integral and
the strong convergence of the sequences in L2(⌦). The convergence of nonlinear terms requires
additional care. Hence, we focus on demonstrating the convergence of the most challenging
nonlinear term, this is un · run in the weak formulation (a similar argument is applicable
for the terms un · rkn and un · r"n appearing in the weak formulations for each kn and "n
respectively). To introduce the analysis concerning this nonlinearity, we need a stronger form
of convergence for un. This is where compactness arguments come in. We can assert the strong
convergence of the nonlinear term by invoking the Rellich-Kondrachov theorem, so that we
can extract a strongly convergent subsequence from un and each term is bounded in L2 as
previously shown. As a consequence, we state that the nonlinear term converges in the sense
that limn!1

R
⌦ un ·run ·v d⌦ =

R
⌦ u ·ru ·v d⌦. Similarly, un ·rkn and un ·r"n in (5) and (6)

respectively. After passing to the limit in each of the involved terms (linear and nonlinear), we
conclude that there exist weak solutions (u, k, ") with finite norms in L2 spaces for the model
given in (4), (5) and (6).

3 Conclusions and Future work

We introduced Theorem 1, which established that the weak solutions (u, k, ") for the velocity,
turbulent kinetic energy, and dissipation rate respectively in multidimensional Navier-Stokes
equations with k� ✏ turbulence model belong to the L2(⌦). This theorem provides a theoretical
basis for understanding solution behavior in developing numerical models. As future works, we
indicate the need for correlating our findings within applied scenarios under numerical simula-
tions.
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Abstract: The singular perturbation problem typically involves the boundary layers at the
boundary of the domain and standard numerical methods applied to the uniform mesh -
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1 Introduction

The singular perturbation problems (SPP) are di↵erential equations that depend on a small
positive parameter " and whose solutions (or their derivatives) approach a discontinuous limit
as " approaches zero. Such problems are said to be singularly perturbed, where we regard "
as a perturbation parameter, [8]. These problems typically involves the boundary layers at the
boundary of the domain and standard numerical methods applied to the uniform mesh - fail
for SPP. The layer-adapted meshes are introduced to solve this issue. Gartland-type meshes
are one type of layer-adapted meshes. These type of meshes have some disadvantages that we
want to resolve with new approach. We will construct the modifications of this type of layer-
adapted meshes for the di↵erent 1D and 2D di↵erential equations, with one and two perturbation
parameters. The Gartland-type mesh [5] (also known as Duran mesh) that we will consider is
introduced in [4]. The construction of these type of meshes is straightforward and depends
only on mesh parameter h 2 (0, 1) given a priori. The error analysis of corresponding numerical
methods is often much simpler than the one of widely used Shishkin and Bakhvalov-type meshes.
However, a few disadvantages related to this type of meshes can be summarized as follows. First
of all, for a fixed perturbation parameter(s), di↵erent meshes may have the same number of mesh
points. For di↵erent values of the mesh parameter h, di↵erent meshes with the same number of
the mesh points can be obtained. Second one, the mesh points are generated recursively so the
last step size could be unacceptably smaller then the previous one. That may cause a problem in
the error analysis, see [7]. Finally, for the multidimensional problems, the Gartland-type meshes
usually do not have the same number of mesh points in each direction unlike the Shishkin and
the Bakhvalov-type meshes.
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2 Results and discussion

First modification that solved the mentioned issues of the Gartland-type mesh was defined in [7]
for the following reaction-di↵usion problem

�"2�u(x, y) + r(x, y)u(x, y) = f(x, y) in ⌦ = (0, 1)⇥ (0, 1),

u(x, y) = 0, (x, y) 2 @⌦,
(1)

where " 2 (0, 1], � = @2/@x2 + @2/@y2 is the Laplace operator, r, f 2 C(⌦) and 0  � < r
on ⌦ with some positive constant �. The standard definition of Gartland-type mesh for 2D
convection-di↵usion problem can be found in [4]. This mesh can be easily adapted for reaction-
di↵usion problem (1). Let �x : 0 = x0 < x1 < . . . < x2M = 1, where

8
>>>>>>>>><

>>>>>>>>>:

x0 = 0,

xi = ih", for 1  i <
1

h
+ 1,

xi = xi�1 + hxi�1, for
1

h
+ 1  i < M,

xM =
1

2
,

xi = 1� x2M�i, for M + 1  i  2M,

(2)

and M is that uniquely defined integer with

xM�1 <
1

2
and xM�1 + hxM�1 �

1

2
.

Then � = �x ⇥�x is mesh that resolves boundary layers for the problem (1).
Instead of choosing h in (2), we first choose N = 2M and then calculate h such that

1

2
= xM�1 + hxM�1.

The existence and uniqueness of h satisfying the last condition is proved.

Similarly, we can construct modification of this type mesh for 2D convection-di↵usion problem

�"�u(x, y)� b(x, y)ux(x, y) + c(x, y)u(x, y) = f(x, y) in ⌦ = (0, 1)⇥ (0, 1),

u(x, y) = 0 on @⌦,

where b 2 W 1,1(⌦), c 2 L1(⌦), b, c � c0 > 0 on ⌦̄. This problem has two di↵erent layers – an
exponential layer at x = 0 and two parabolic layers at the characteristic boundaries y = 0 and
y = 1. Accordingly, the mesh constructed in the described manner will have a di↵erent number
of mesh points in the x� and y� direction [1]. So, in our modification, for a chosen N – two
di↵erent parameters hx and hy are calculated so that the modified mesh has N mesh points in
both directions:

x0 = 0,

xi = ihx", 1  i  d 1
hx
e =: Kx

xi+1 = xi + hxxi, Kx  i  N � 2,

xN = 1,

(3)

and in y-direction by
y0 = 0,

yj = jhy
p
", 1  j  d 1

hy
e =: Ky

yj+1 = yj + hyyj , Ky  j  N/2� 2,

yN/2 = 1/2,

yN/2+j = 1� yN�j , j = 1, . . . , N/2,

(4)
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Also, we can construct modified Gartland-type mesh for the convection-di↵usion-reaction prob-
lem (with two small parameters) [3] and for convection-di↵usion problem with a large shift [2].

Finally, some theoretical and numerical results for our modified meshes will be presented on
International Conference on Mathematical Analysis and Applications in Science and Engineering
- ICMASC24.

3 Conclusions and Future work

New approach to Gartland-type meshe has several advantages over the usual approach: the
obtained mesh is unique, it can be compared with other meshes (when the number of mesh
points is fixed) and the recursive formula provides appropriate step size even in the last step.
Finally, in a similar way, this approach for a Gartland-type can be applied to any other singular
perturbation problem (as in the recent paper [6]).
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Abstract: The occurrence of coexisting attractors is one of the most interesting phenomena
in dynamical systems. It appears in many applied nonlinear sciences and engineering where
the final state of the system depends on the initial conditions. Multistability is undesirable in
the design of devices with specific characteristics. On the other hand, it creates flexibility in
the system with the appropriate control algorithm for switching between di↵erent desirable
attractors. This work presents a sliding mode control for switching to any desired attractors
in the pool of coexisting attractors. The designed controllers performed outstandingly on
the tested system.
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1 Introduction

Multistability is the occurrence of coexisting attractors for a fixed set of parameters in dy-
namical systems under di↵erent initial conditions [1]. This phenomenon in nonlinear sciences
allows a multi–mode operations of the same device for various applications. While it is unde-
sirable in some appliances under strict specifications, it is useful in others for measurements or
actuation. For this purpose, control algorithms are developed to influence the system’s behavior.

Figure 1: Electromechanical system model

The conceptual model of the electromechan-
ical system under consideration is presented
in Fig. 1. It consists of the electrical subcir-
cuit having the capacitor with the capacitance
C, fully charged to the voltage Vc. The cur-
rent i flowing through the nonlinear resistor
R (with normalization resistance R0), and the
inductor (of inductance, L) energies the fila-
ment of mass m via the parametric coupling
M(t) = kl + kn cos(2!t). When the mass is
displaced by q, the restoring force due to the
sti↵ness of Du�ng–type k(q) = k1+k2q2, and the viscous damper d, which forms the mechanical
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substructure, causes the system to exchange energy via the parametric coupling. Given that the

natural frequency ⌦e is anchored at 1p
LC

=
q

k1
m , the non–dimensional governing equation has

been established in [2] as

(
ẍ� ↵

�
1� x2

�
ẋ+ x� �N1(1 + µ cos(2⌦⌧)) (y � x) = 0

ÿ + �ẏ + y + �y3 � � (1 + µ cos(2⌦⌧)) (x� y) = 0
(1)

where ↵ = R0C⌦e, � = d
q

1
k1m

, � = k2y2st
k1

, ⌦ = !
⌦e

, � = kl
k1

, µ = kn
kl
, and N1 = C · k1. Initial

investigation reveals that the system exhibits a multistability situation. We aim to design a
sliding mode controller to move any of the attractors to the desired one by short entrainment.
Let the sliding surface be s = [s1, s2]T = [ ˙̃x+1x̃, ˙̃y+2ỹ]T , where x̃ = x�xd and ỹ = y�yd, and
xd, yd are the desired trajectories. If the upper bounded disturbances d1 and d2 are introduced
to cater for unmodeled dynamics, then the control law [3] can be defined as

(
ux = ẍd � 1(ẋ� ẋd)�X � (⌘1 + d1)sign(s1)

uy = ÿd � 2(ẏ � ẏd)� Y � (⌘2 + d2)sign(s2),
(2)

where ⌘1 > 0, ⌘2 > 0, and X,Y are functions of the state variable respectively. If the Lyapunov
function candidate is defined as V (s, ⌧) = 1

2s
T s, it can be proven that V̇ (s, ⌧)  �⌘1|s1|�⌘2|s2| 

0. It implies that V̇ (s, ⌧) �! 0 and the system converges to the desired attractor as s �! 0. The
controller in (2) (first part) and the disturbance (i.e., d1+ux) is added to the first part of system
(1), and d2 + uy is added to the second part of system (1) to achieve the control scheme.

2 Results and discussion

The numerical investigation of the system shows the six (6) coexisting attractors for the fixed
parameter set: � = 0.48, N1 = 0.98, ↵ = 0.8, ⌦ = 2⇡/3, � = 0.5, � = 0.3, and µ = 0.816
as presented in Fig. 2a under the initial conditions (a) [-0.4, 0, 0, 0], (b) [-0.4, 0, 5.8, 0], (c)
[-1.72, 0, -2.61, 0], (d) [1.72, 0, 2.61, 0], (e) [7, 0, 7, 0], (f) [-7, 0, -7, 0]. The di↵erent initial

(a) Coexisting attractors (b) Attractor switching from (a) �! (e).

Figure 2: The coexisting attractors (left), and controlled trajectories with phase portraits (right)
under 1 = 1.9, 2 = 1.9, ⌘1 = 0.7, ⌘2 = 0.6

conditions lead to the di↵erent final states of the system in the form of attractors in Fig. 2a
(a)–(f). When a desired attractor is selected by its initial condition, and the control scheme
is applied to any undesired attractor (also selected by initial condition), the controlled state is
entrained towards the trajectory of the desired state until the sliding surface approaches zero
or a predefined threshold when the controlled trajectory enters the neighborhood of the desired
attractor. Then, the controller is turned o↵ as the controlled state is fully entrained to the
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desired attractor. Figs. 2b–3b present the results of the controlled multistability phenomenon
in the system. In Fig. 2b, with reference to Fig. 2a, attractor (e) is selected as the desired
final state while (a) is undesirable. Then attractor (a) is controlled by entrainment towards
(e), and the switching is complete at time ⌧ = 20, at which point the controller turns o↵. The
parameters for the controller are listed in the figure caption, while d1 = d2 = 0.001 are fixed.
Similarly, in Fig. 3a, attractor (a) is controlled to (f) as the desired final state. The controller

(a) Attractor switching from (a) �! (f). 1 = 1.9,
2 = 1.9, ⌘1 = 0.7, ⌘2 = 0.6

(b) Attractor switching from (c) �! (b). 1 = 2,
2 = 2, ⌘1 = 0.1, ⌘2 = 0.6

Figure 3: Controlled trajectories and phase portraits under two scenarios

turns o↵ at ⌧ = 17. Finally, attractor (c) is entrained to (b) by the same controller, which turns
o↵ at ⌧ = 25.3 when the switching is complete.

3 Conclusions and Future work

The sliding mode control was designed and applied to the system to stabilize and entrain one
attractor upon another. The short entrainment period is seen when the controlled attractor
enters the neighborhood of the desired attractor, and the controller turns o↵. This method
saves time and resources and enables attractor switching for various application scenarios. In
the future, adaptation in the control law can be considered.
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Abstract: This paper considers the doubly non-monotonic perturbed map as a family of
2-dimensional piecewise linear area-preserving transformations on the 2-torus. Two param-
eters p and q take the transformation from a hyperbolic toral automorphism to the Cerbelli-
Giona map which is a map known to exhibit multifractal properties. For certain parameter
ranges, the map is ergodic, but the distribution of stable and unstable manifolds is far from
uniform. We use the classical multifractal formalism to investigate the multifractal behavior
of the map. The physical interpretations for the theoretical multifractal functions are shown
by figuring out the numerical spectrum f(↵) and computing the density (height of the f(↵)
curve), the dispersion (width of the f(↵) curve), the clustering coe�cient, and the skewed
parameter. We also discuss the cancellation exponents for the map.
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1 Introduction

The dynamical system can be defined as a deterministic mathematical prescription for evolving
the state of a system forward in time, either with continuous variable time or a discrete integer-
valued variable time. Toral maps in dynamical systems are examples of a dynamical system in
which time is a discrete variable. The dynamical systems can show an approach to mixing, and
provide a minimal picture of mixing, some dynamical systems’ maps are recognized as relevant
(simple) models of the fluid mixing device. Hence, studying dynamical systems is an approach
to understanding mixing. Multifractal behavior is important in practical settings to understand
the performance of fluid mixing devices [1].
The study of multifractals has gained significant attention across various scientific disciplines
such as image analysis, financial markets, biomedical signal analysis, climate science, and geo-
graphic information system, environmental monitoring, material science, and so on.
Examples in dynamical systems can be found in [2], while [3] explained the multifractal nature
of turbulence and chaotic systems. The dynamical turbulence covered by [4], and chaotic sys-
tems discussed by [5]. Fractals and multifractal in fluid turbulence reviewed by [1]. Scaling
and multifractal properties of mixing in chaotic flows provided by [6]. Persistent patterns and
multifractality in fluid mixing are discussed in [7]. At its core, multifractal analysis delves into
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the notion that di↵erent regions within a system can exhibit distinct scaling properties, chal-
lenging the traditional concept of uniform scaling. Unlike traditional fractals, which possess
a single scaling exponent, multifractals capture the heterogeneity and self-similarity present in
complex systems. This allows for a more nuanced understanding of the underlying dynamics,
revealing hidden patterns and uncovering the intricate interplay between order and chaos. Mul-
tifractal analysis is a powerful mathematical tool used to study complex systems that exhibit
self-similarity and scale invariance across multiple scales. It provides a quantitative framework
for characterizing the heterogeneity and non-uniformity of various phenomena and exhibits a
range of scaling behaviors across di↵erent scales [8].
The multifractality are addressed by several methods such as: the classical multifractal formal-
ism, the multifractal detrended fluctuation analysis (MF-DFA), the wavelet transform modulus
maxima (WTMM), and the multifractal detrending moving average (MFDMA). In [9] an ef-
ficient Python library are introduced (MFDFA library: from MFDFA import MFDFA; from
MFDFA import fgn) for calculating the multifractal detrended fluctuation analysis (MFDFA).
The MFDFA library in Python presented is a standalone package based integrally on Python’s
numpy. Available on https://github.com/LRydin/MFDFA.
The doubly non-monotonic perturbed map is a family of discrete-time dynamical systems from
the 2-torus T 2 = R2/Z2 to itself, which includes maps in dynamical systems that are known
for us such the Continuous Automorphism of the Toral map (CAT map) provided by Vladimir
Arnold in [10], and the Cerbelli-Giona map (CG map) provided in [11] and deeply investigated
by [12]. We studied these examples in order to replicate and extend Cerbelli & Giona’s argu-
ments for the perturbed CG map in [13] and investigate how uniformly distributed global stable
and unstable manifolds can be.
In this research, the classical multifractal formalism is employed to investigate the multifrac-
tal behavior of the doubly non-monotonic perturbed map by taking a careful computational
approach to show the results using Python data science. The ergodicity of the map will be
investigated, which is the range of the parameters where the unstable and stable manifolds
eventually cover the whole torus. Then, the distribution of the line-segments on the torus gov-
erned by the (forward/inverse) map will be tested. Then the following multifractal functions
are computed: the fractal dimension D0, the exponent ↵0, the generalised fractal dimension Dq.
Moreover, the q-representation (for which we display f(q) versus Dq curves) will be illustrated.
Furthermore, the monotonic function ↵(q) and the singularity multifractal spectrum f(↵) for
the map will also be provided. The advantage of multifractal techniques is that a f(↵)-spectrum
integrates and quantifies spatial properties of a map in dynamical systems. Conceivably, multi-
fractal parameters could be used to improve classifications of the structure of the map. Hence,
an approximation to the shape and properties of a spectrum could be useful as physical inter-
pretations. By representing the numerical spectrum f(↵) we compute the density (height of
the f(↵) curve), the dispersion (width of the f(↵) curve) �↵ = ↵max � ↵min, the clustering
coe�cient �f = f(↵min)� f(↵max), and the skewed parameter s = ↵max�↵0

↵0�↵min
.

The cancellation exponent, as stated by [14], provides a quantitative characterization of the
singularity inherent in the extreme tendency of the orientation of fast dynamo magnetic fields
to oscillate rapidly in space. In this paper, we will also discuss the cancellation exponents for
the doubly non-monotonic map.

2 Results

The results from this study suggest that the distribution of the line-segments of the manifold
governed by the map a↵ects the map’s density, dispersion, and clustering.
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3 Conclusions

In this research, the classical multifractal method is employed to set up a framework to study
the multifractal behavior of discrete-time perturbed maps in dynamical systems, and Python
data science is utilized to show our results.
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1 Introduction

This article explores various aspects of special functions, focusing on the category of hybrid spe-
cial functions-analytic functions that are not expressed as series expansions of ordinary mono-
mials but rather of special polynomials. Hermite Bessel functions (HBF) and Laguerre Bessel
functions (LBF) serve as examples of such hybrid functions. Both HBF and LBF were intro-
duced in reference [4], motivated initially by their incorporation into the theoretical foundations
of the monomiality treatment of special functions (as discussed in ref. [4]). The study of these
functions is further justified by their practical utility in applications, as elaborated upon later in
this article. Many of the distinctive features of special functions cannot be adequately described
through conventional approaches. Therefore, the significance of umbral techniques becomes ap-
parent. These methodologies are extensively employed to elucidate myriad properties, including
exponential and ordinary lacunary generating functions, umbral images, di↵erential equations,
among others, for both established and emerging special functions. Moreover, they are utilized
to compute a variety of integrals that incorporate these functions. An outstanding application
of umbral techniques lies in convolving two special functions, thereby introducing and exploring
novel special functions, see for example [12, 13, 14, 15]. Therefore, this article present a new
technique of umbral smbolic method to evaluate integrals hybrid special function.

Babusci et al. introduced certain concepts pertaining to umbral operators, including the estab-
lishment of a shift operator denoted as ĉ, acting on a vacuum function '0. It’s worth noting
that while this shift operator ĉ can be defined on abstract grounds, Babusci and collaborators
provided specific details and considerations regarding its implementation and properties.
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The occurrence of shift operator ĉ with vacuum '0 is given as [3]:

ĉ
µ
'0 =

1

�(1 + µ)
, (1)

which satisfies the property

ĉ
µ
ĉ
⌫ = ĉ

µ+⌫
, (2)

consequently,

(ĉµ)r = ĉ
rµ
. (3)

The umbral image of Bessel function Jn(x) is given by [2, 8]

Jn(x) =
⇣
ĉ
x

2

⌘
n

e
�ĉ(x

2 )
2

'0. (4)

The Hermite polynomials, classified among the orthogonal special polynomials, hold significant
importance across various scientific domains. For instance, Hermite polynomials o↵er solutions
to heat-type equations and are prevalent in applications related to quantum phase-space me-
chanics and optical beam transport problems, as discussed in [7]. The exponential expression of
the generating functions of Hermite polynomials enhances their versatility, making them a po-
tent tool for numerous applications. Recently, Hermite and Laguerre higher order polynomials
have been studied in [5].

The 2-variable Hermite Kampé de Fériet polynomials ( 2VHKdFP) Hn(x, y) defined by means
of the following generating function [1]:

1X

n=0

Hn(x, y)
t
n

n!
= exp(xt+ yt

2), (5)

Hn(x, y) are solution of the heat equation too and can accordingly be defined through the
operational rule

Hn(x, y) = e
y@

2
xx

n
. (6)

Dattoli et al. obtain the umbral image of Hn(x, y) as:

Hn(x, y) = (x+ p
yĥ)

n
�0, (7)

where �0 is known as polynomial vacuum and p
yĥ is an umbra acting on the state �0 yields the

2VHP Hn(x, y) given by

p
yĥ

r

�0 =
y

r
2 r!

�( r2 + 1)

���cos r
⇡

2n

��� (�0 6= 0). (8)

In this article, we delve deeper into the investigation of hybrid functions and polynomials, em-
ploying a distinct variant of umbral theory developed over the last two decades, as summarized
in [8, 2, 3, 10, 11]. This formulation, known as indicial umbral calculus, o↵ers advantages such
as simplifying the complexity of higher transcendental functions. According to this perspective,
Bessel functions are treated akin to ordinary Gaussians or rational functions, while special poly-
nomials are considered as Newton binomials [6].
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2 Results and discussion

Theorem 1 The umbral images of Hermite-Bessel function HJn(x, y), Laguerre-Bessel function

LJn(x, y), Hermite-Tricomi function HCn(x, y) and Laguerre-Tricomi function LCn(x, y) are
given by

HJn(x, y) =

 
ĉ
x+ p

yĥ

2

!n

e
�ĉ

✓
x+p

yĥ

2

◆2

'0�0 (9)

LJn(x, y) =

✓
ĉ
y � xĉ

2

◆
n

e
�ĉ( y�xĉ

2 )
2

'0. (10)

HCn(x, y) := Cn(x+ p
yĥ)�0 = ĉ

n
e
�ĉ(x+p

yĥ)'0�0 (11)

and

LCn(x, y) := Cn(y � ĉ1x)'1,0 = ĉ
n

2e
�ĉ2(y�xĉ1)'1,0'2,0, (12)

where ĉ1 and ĉ2 operate on vacuum '1,0 and '2,0, respectively.

Theorem 2 The following integral identity for Hermite-Bessel functions HJn(x, y) holds true:

Z 1

�1
HJn(x, y)dx =

(
0 if n is odd,

2 if n is even.
(13)

Theorem 3 The following integral identity for Laguerre-Bessel functions LJn(x, y) holds true:

In =

(
0 if n is odd,

2 if n is even.
. (14)

Theorem 4 The 0th�order Hermite-Bessel functions HJ0(x, y) satisfies the following integral
identity: Z 1

0
HJ0(x, y)x dx = 2� 2pyĥ�0. (15)

Theorem 5 The0th�order TF C0(ux), 0th�order LTF LC0(ux, uy) and 0th�order HTF HC0(ux, u2y)
satisfy the following integral identities:

Z 1

0
C0(ux)e

�bu
dx =

1

b
e

�x
b , (16)

Z 1

0
LC0(ux, uy)e

�bu
du =

1

b
e

�y
b C0

✓
�x

b

◆
(17)

and Z 1

0
HC0(ux, u

2
y)e�bu

du =
1

b
e

�x
b + y

b2 . (18)

3 291

Jorge Mendonça



3 Conclusions and Future work

The theory of Bessel and Tricomi functions constitutes a vast field of research with numer-
ous applications. Many special functions are directly or indirectly connected to Bessel func-
tions. Jekhowsky [9] explored multi-variable Bessel functions, which find applications in various
branches of physics. The convolution of Bessel functions discussed in this paper has potential
utility in solving existing and emerging problems in the realm of special functions and physics.
This perspective provides a framework to explore new aspects and opens up analytical pos-
sibilities for further generalizations in the theory of special functions. Bessel functions and
multi-variable Hermite and Laguerre polynomials have been shown to play a new and significant
role within this framework. Their theories are explored in a simplified and unified manner using
the umbral formalism, as discussed here.
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1 Introduction

The theory of pseudo-di↵erential equations is based on a local principle, which asserts that for

Fredholm property for a general equation one needs to describe of unique solvability for a special

model equation in a certain canonical domain.

A model pseudo-di↵erential operator has a symbol non-depending on a spatial variable, and

canonical domain is a cone in Euclidean space Rm
. Equations in a whole space Rm

and in a

half-space Rm
+ = {x 2 Rm

: x = (x
0
, xm), xm > 0} were studied earlier in the starting part of

the theory. Let us note, these cases present cones also. The work [3] has suggested an approach

to studying solvability of model equations in conical domains, this idea is based on a special

factorization of an elliptic symbol. General author’s concept is presented in [4,5].

2 Results and discussion

1. Model equations. Model equation in a cone looks as follows

(Au)(x) = v(x), x 2 C, x 2 C, (1)

where A : H
s
(C) ! H

s�↵
(C) is a pseudo-di↵erential operator with the symbol– A(⇠) satisfying

the condition

c1(1 + |⇠|)↵  |A(⇠)|  c2(1 + |⇠|)↵.

Under some additional assumptions with respect to the symbol A(⇠) one can construct explicit

solutions of the equation (1) for the cone C non-including a whole straight line [3].

2. Digitization. From computational point of view it is appropriately to consider the discrete

analogue of the equation in a functional space with discrete variables, ud(x̃), x̃ 2 hZm
, h > 0.
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Let Cd = hZm \C, be a discrete cone, ~ = h
�1

,T = [�⇡,⇡] and Ad(⇠) be a measurable periodic

function in Rm
with basic cube of periods ~Tm

. A digital pseudo-di↵erential operator Ad with

the symbol Ad(⇠) in the discrete cone Cd is defined by the formula

(Adud)(x̃) =
X

ỹ2hZm

h
m

Z

~Tm

Ad(⇠)e
i(x̃�ỹ)·⇠

ud(ỹ)d⇠, x̃ 2 Cd.

One can define discrete analogues of Sobolev–Slobodetskii functional spaces H
s
(Cd), and it is

possible to describe solvability picture for discrete analogue of the equation (1) in discrete half-

space, C = Rm
+ [6,7]. It was established that discrete solution has good enough approximate

properties for small h, and these discrete solutions can be treated as approximate solutions.

Similar results were obtained in a discrete plane sector under some additional assumptions on

the symbol. A comparison between discrete and continuous solutions is presented.

3. Small parameter. Each cone C has certain parameters as a rule, for example, C
a
+ =

{x 2 R2
: x = (x1, x2), x2 > a|x1|, a > 0} has parameter a, the cone C

a,b
+ = {x 2 R3

: x =

(x1, x2, x3), x3 > a|x1| + |x2|, a, b > 0} has two parameters a, b. It is natural question, what

happens with solution of the equation (1) if some parameters tend to their endpoint values 0

and 1. Some cases are considered in [8].

3 Conclusions and Future work

These studies continue in mentioned three directions. There are a lot of local situations, and

we need to work for each situation separately. Of course, more di�culties are related to multi-

dimensional situations.
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Abstract: In this paper we introduce an inertial shrinking projection algorithm to approx-
imate a solution of the best proximity point problem in such a way that the image of its
solution under a bounded linear operator is the solution of the mixed equilibrium problem in
the framework of real Hilbert spaces. Strong convergence theorem of the proposed algorithm
has been established. We also derive some consequences from our main result. Further, we
give a numerical experiment to determine the performance and superiority of the proposed
algorithm. Finally, a comparison has also been carried out of our algorithm with an existing
method.
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1 Introduction

Inspired and motivated by the work of Tiammee and Suantai [3], Husain et al. [1] and Suantai
and Tiammee [2], our purpose in this paper is to introduce and analyze an inertial shrinking
projection algorithm to find a solution of the split best proximity point problem and mixed equi-
librium problem in the framework of real Hilbert spaces and we establish a strong convergence
theorem. We also provide a numerical experiment to justify our method. Finally, a comparison
has also been carried out of our algorithm with an existing method of Suantai and Tiammee [2].

2 Results and discussion

In this section, we prove strong convergence theorem based on the inertial shrinking projection
algorithm for solving split best proximity point problem and mixed equilibrium problem.

Theorem 1. Let Mi ⇢ ⌅1 for i=1,2 and N ⇢ ⌅2 be nonempty, closed and convex subsets of
⌅1 and ⌅2, respectively. Let B : M1 ! M2 be best proximally nonexpansive mapping such that
B(K0) ⇢ D0 with BestM1B 6= ;. Let A : ⌅1 ! ⌅2 be a bounded linear operator with adjoint
operator A⇤. Let g : ⌅2 ! ⌅2 be a ⇠-inverse strongly monotone mapping and let Q: N ⇥N ! R
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be a bifunction satisfying (C1)�(C4) with MEP(Q, g) 6= ;. Suppose that B satisfies the proximal
property. Let {um} be a sequence generated as follows:

8
>>>>>>>>><

>>>>>>>>>:

u0, u1 2 K0,

wm = um + �m(um � um�1),

ym = (1� ⇠m)wm + ⇠mPM1Bwm,

zm = PM1(ym + �A⇤(U � I)Aym),

Km+1 = {u 2 Km : kzm � uk  kym � uk  kwm � uk},
um+1 = PKm+1(u0), m = 1, 2, ...,

(1)

where U = FQ
⇢m(I � ⇢mg), {⇠m} ⇢ (0, 1], {⇢m} ⇢ (0, ⇠), ⇠ > 0, {�m} ⇢ [0, �], for some � 2 [0, 1)

and � 2
⇣
0, 1

kAk2

⌘
. Suppose that J = {s⇤ 2 BestM1B : As⇤ 2 MEP(Q, g)} 6= ;, Also, let the

following conditions hold:

(i) lim sup
m!1

⇠m < 1;

(ii) lim inf
m!1

⇢m > 0.

Then the sequence {um} converges strongly to a point p⇤ 2 J .

3 Conclusions and Future work

In this paper, we suggest and analyze an inertial shrinking projection algorithm for solving the
split best proximity and mixed equilibrium problems. We approximate a solution of the best
proximity problem in such a way that its image under a bounded linear operator is the solution of
the mixed equilibrium problem under the setting of real Hilbert spaces. We construct an iterative
algorithm for the proposed problem and prove a strong convergence theorem. Further, we deduce
some special cases from our main convergence result. In addition, a numerical experiment has
been presented to justify the convergence analysis of the proposed iterative algorithm. Finally, a
comparison has also been carried out of our algorithm with an existing method and our algorithm
(1) approached the stopping criteria faster than that of the sequence generated by the algorithm
of Suantai and Tiammee [2].
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Abstract: Analytical study is investigated to report the Influence of Soret and anisotropy
parameters on double-diffusive convection in a couple stress fluid-saturated anisotropic
porous layer heated and salted from below. Fluid and solid phase are considered in lo-
cal thermal nonequilibrium. A study based on Linear stability analysis has been conducted
to study the effect of active parameters on the critical thermal Rayleigh number. The effect
of anisotropy parameters, Soret parameter, and interphase heat transfer coefficient on the
stationary convection are illustrated graphically. It was found that increasing the values
of interphase heat transfer coefficient and negative values of Soret parameter stabilizes the
system. On the other hand, increasing the values of mechanical anisotropy parameter and
positive values of Soret parameter destabilize the system.

keywords: Thermal nonequilibrium; Anisotropic porous layer; Couple stress; Soret effect.
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1 Introduction

The problem of double-diffusive convection in porous media has received considerable attention,
on account of its wide applications in natural systems and industries. When the heat transfer
between the two phases (solid and liquid) is significant, then a local thermal non-equilibrium
model (LTNM) must be considered. LTNM plays an important role in many applications such as
drying, freezing of foods and other mundane materials and applications in everyday technology.
Double diffusive convection in a porous layer saturated with viscoelastic fluid using thermal
non-equilibrium model is investigated by [1]. Recently, [2] investigated the effect of thermal
non-equilibrium and internal heat source on Brinkman-Benard convection.

Non-Newtonian fluids are more realistic for modeling some natural phenomena than Newtonian
fluids. Double diffusive convection in a couple stress fluid saturated porous layer with internal
heat source is studied by [3]. Recently, [4] investigated the influence of internal heat on double-
diffusive convection in a couple stress fluid saturated anisotropic porous layer.
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The gradients of temperature and concentration has a significant and cross influence on the flux
of the other property. The influence of temperature gradient on the flow of pollutants is called
the Soret effect. Different studies can be found in the literature concerning the Soret effects. see
for example, [5], [6] and [7].

The aim of this work is to investigate the influence of Soret effect on local thermal non-
equilibrium double diffusive convection in a couple stress fluid saturated isotropic porous layer.

2 Mathematical Model

The physical model under consideration, is an infinite horizontal anisotropic porous layer sat-
urated with couple stress fluid confined between two parallel horizontal planes at z = 0 and
z = d with a distance d apart. Adverse temperature and concentration gradients are applied
across the porous layer, and the lower and upper planes are kept at temperature T0 + ∆T ,
concentration S0+∆S, and T0, S0, respectively, where ∆T and ∆S are temperature difference
and concentration difference between walls, respectively. A two-field model that represents the
fluid and solid phases separately is employed for the energy equation. Soret effect is consid-
ered. Under these assumptions and after deriving the basic and perturbed states, the following
non-dimensional governing equations are obtained:

1

V

∂

∂t
∇

2ψ +

(

∂2

∂x2
+

1

ξ

∂2

∂z2

)

(

1−M∇
2
)

ψ +RaT
∂Tf

∂x
−Ras

∂S

∂x
= 0 (1)

∂Tf

∂t
−

(

ηf
∂2

∂x2
+

∂2

∂z2
Tf

)

−H(Ts − Tf )−
∂(ψ, Tf )

∂(x, z)
−
∂ψ

∂x

dTfb

dz
= 0 (2)

Γ
∂Ts

∂t
−

(

∂2

∂x2
+

∂2

∂z2

)

+ γH(Ts − Tf ) = 0 (3)

∂S

∂t
−

1

Le

(

∂2

∂x2
+

∂2

∂z2

)

S −
∂(ψ, S)

∂(x, z)
+
∂ψ

∂x
− Sr

RaT
Ras

∇
2Tf = 0 (4)

Where V = εPr
Da Vadasz number, RaT = βT g∆TdKz

νκfz
the thermal Rayleigh number , Ras =

βsgKz∆Cd
νκfz

the concentration Rayleigh number, M = µc

µd2
couple stress parameter, ν = µ/ρ0

the kinematic viscosity, Le =
κfz
D the Lewis number, H = hd2

εκfz
the interphase heat transfer

coefficient, γ =
εκfz

(1−ε)κsz
porosity modified conductivity ratio. Sr = Crβs

κfβT
is the Soret parame-

ter, ξ = Kx
Kz

mechanical anisotropy parameter, ηf =
κfx
κfz

thermal anisotropy parameter for fluid

phase, Pr = ν
κf

Prandtil number and Da = Kz

d2
Darcy number. Now, Eqs. (1)–(4) are solved

with the boundary conditions ψ = ∂2ψ
∂ψ2 = Tf = Ts = S = 0 at z = 0 and z = 1.

2.1 Linear stability theory

To make the linear stability study, we neglect the Jacobian in Eqs. (1)–(4), and assume the
solutions to be periodic waves. For the nontrivial solution of the resulted system, the determinant
of coefficient matrix must vanish.

For the existence of neutral stability and stationary convection the real and imaginary part of
growth rate ω must be zero at marginal state. So, the stationary Rayleigh number is given by

RastT = −
(Ma4a21 − LeπRasα2 + a2a21)(Ha22γ + a2a22 +Ha2)

πα2(LeSra2 + a2)(Hγ + a2)
(5)

, where a2 = π2(α2 + 1), a21 = π2(α2 + 1/ξ), a22 = π2(α2ηf + 1).
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3 Results and discussion

The results given in Eq. (5) has been presented graphically. The neutral stability curves are
drown, and the variation of the thermal Rayleigh number RaT for stationary convection with
respect to wave number α is depicted. The results simulated for fix values of Le = 1, Ras =
250, γ = 1, ηf = 0.5, ξ = 0.8,M = 0.5,H = 10, Sr = 0.01, with variations of H,Sr and ξ in
each case, as shown in the following figures. Influence of interphase heat transfer coefficient H
on the stationary convection in terms of thermal Rayleigh number is presented in Fig. 1(a). It
is noticed that an increment in parameter H increases the values of thermal Rayleigh number
RaT , and thus stabilize the system.

Effect of mechanical anisotropy parameter ξ is depicted in Fig. 1(b). As shown from figure an
increase in ξ decreases the stationary marginal curves and thus and RaT . So, the mechanical
anisotropy parameter has a destabilizing effect. It can be noticed that both interphase heat
transfer coefficient and mechanical anisotropy parameter exert a big and significant effects on
the stationary convection.

Fig. 1(c) shows the effect of the Soret parameter (Sr) on the stationary mode, indicating that
an increase in negative values of Sr increases the stationary marginal curves and RaT . On the
other hand, an increment on positive values of Sr decreases marginal curves, as well as RaT ,
which means positive Sr has a stabilizing effect, while negative one has a destabilizing effect.

4 Conclusions

The influences of Soret and anisotropy parameters on the onset of LTNM double-diffusive convec-
tion in a couple stress fluid-saturated porous layer was studied analytically using linear stability
analysis. It was found that increasing the values of interphase heat transfer coefficient H and
negative values of Soret parameter Sr stabilizes the system. On the other hand, increasing the
values of mechanical anisotropy parameter and positive values of Soret parameter destabilize
the system.
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Figure 1: Effect of (a) H, (b) ξ, (c) Sr on the marginal stability curves for stationary convection,
Ras = 250, Le = 1, ηf = 0.5, ηs = 0.5,M = 0.5, γ = 1
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Abstract: The main goal of this work is to emphasize on the application of Ulam type
stability for boundary value problems for di↵erential equations with various types of deriva-
tives. We will give the basic concepts of the idea of Ulam type stability and we will discuss
the main points in the application of Ulam type stability to boundary value problems. We
will emphasize on some basic misunderstanding of this type of stability. We will give an idea
how the common misunderstandings could be avoided in the study. The new ideas about
the application of Ulam type stability will give a tool for further studies in this area.
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derivatives.

MSC2020: 34D99; 34A08; 34B37.

1. Introduction

Ulam stability is an important type of stability studied and applied for di↵erent types of di↵er-
ential equations. This type of stability has applications in optimization, biology and economics
etc. and it is a special type of data dependence of solutions. For boundary value conditions
applied to di↵erential equations there are some misunderstandings in the study of Ulam type
stability and the main goal of this paper is to discuss this. First we provide several examples
with simulations to illustrate the ideas involved and then we present one of the possible ways
to connect both the solutions of the given problem and the solutions of the corresponding in-
equality. To be more precise we consider one type of nonlinear boundary condition to impulsive
fractional di↵erential equations with a general C

aputo fractional derivative and we define Ulam stability and we obtain su�cient conditions on
a finite interval. As special cases several problems in the literature problems are considered and
their Ulam stability is studied.

The main goal of this paper is to present the Ulam type stability for boundary value problems
(BVP). We pointed out the basic misunderstangs in some published paper when this type of
stability and give one of the possible ways to avoid these misunderstandings and to study Ulam
type stability for boundary value problem in a similar way as in the case of initial value problems.
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2. Results and discussion

Without loss of generality we assume the initial time point is 0.

The basic scheme of study of Ulam type stability could be described:

Step 1. Define the main problem of study which consists of two parts:

- the di↵erential equation
Dtx(t) = F (t, x), t 2 [0, b], (1)

where x : (0, b] ! Rn is the unknown function Dt is an applied derivative. Note
b  1, n � 1, the applied derivative could be an ordinary derivative or a fractional
derivative and the function F could have more than two arguments (it could obtain
any type of integral or derivative);

- the initial condition(IVP) or the boundary condition (BVP).

Step 2 Obtain equivalent integral presentation (integral equation) of the solution of the problem
in Step 1.

Step 3 Define an operator based on the integral equation in Step 2 and prove the existence (and
uniqueness) of its fixed point (or points), i.e. a solution of the problem defined in Step 1.

Step 4 Define Ulam type stability (US).

Step 5 Proof of US;

2.1. Some misunderstandings in study Ulam stability for boundary value

problems

Consider the di↵erential equation (1) with the boundary condition

G(x(0), x(b)) = 0. (2)

Let " > 0. Consider the di↵erential inequality

||Dty � F (t, y)||  ✏, t 2 [0, b]. (3)

We will recall the definition for Ulam type stability based on the classical papers [1], [2], [3]:

Definition 1 The BVP (1), (2) is Ulam-Hyers stable (UHS) if there exists a real number CF >
0 such that for each " > 0 and for each solution ⌫ 2 C1[0, b] of the DI (3) there exists a solution

x 2 C1[0, b] of (1), (2) with |⌫(t)� x(t)|  CF " for t 2 [0, b].

Note that any solution of DI (3) does not satisfy the boundary condition (2) and the obtained
in Step 2 integral presentation for the solution of the boundary value problem (BVP) (1),(2)
could be not true for any solution of DI (3).

For example, let the derivative Dt in di↵erential equation (1) be an ordinary derivative, n = 1,
b = 1, F (t, x) = 1.5x, and G(u, v) = u+ e�1.5v � 2, i.e. consider the BVP

x0(t) = 1.5x(t), t 2 (0, 1], x(0) + e�1.5x(1) = 2. (4)

The BVP (4) has a unique solution x(t) = e1.5t, t 2 (0, 1.
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Let " > 0 be an arbitrary number. Choose an arbitrary solution of the DI

|⌫ 0(t)� 1.5⌫(t)| < ", t 2 [0, 1]. (5)

For example, let ⌫(t) = "t2, t 2 [0, 1]. Then ⌫(t) does not satisfy the boundary condition
⌫(0) + e�1.5⌫(1) = 2. The di↵erence |⌫(t) � x(t)| = |"t2 � e1.5t| depends significantly on "
and it is unbounded with respect to ". There does not exist a constant C > 0 such that
|⌫(t)� x(t)| = |"t2 � e1.5t|  C" for any " and t 2 [0, 1], i.e. according to Definition 1 the BVP
(4) is not Ulam-Hyers stable.

2.1.1. How to avoid the misunderstandings.

Note that in the above example there is not a connection between the unique solution of the
given BVP (4) with the arbitrary solution of di↵erential inequality (5). Note, there are several
papers studying various types of BVP for di↵erent types of di↵erential equations in which there
is no connection between the solution u(.) of the di↵erential inequality of the type (3) and
the solution x(.) of the given BVP but incorrectly they apply the integral presentation for the
solution u(.) corresponding to the solution of the BVP for the di↵erential equation (see, for
example, [4], [5] ,[6]). In connection with this we will suggest one of the possible ways to avoid
the above misunderstandings and to connect the solution of the given BVP and the arbitrary
solution of the corresponding di↵erential inequality ([7]).

In the general case change the boundary condition (2) to a boundary condition with a parameter

G(x(0), x(b)) = µ, (6)

where µ 2 R is a parameter. Then try to prove that the BVP (1),(2) has a solution for any
parameter µ 2 R. For an arbitrary " > 0 choose an arbitrary solution ⌫(t) of the di↵erential
inequality (3) and let the parameter µ = G(⌫(0), ⌫(b)), i.e., consider the di↵erential equation
(1) with the boundary condition (6). Consider the solution x(t), t 2 [0, b] of BVP (1), (6) and
study the di↵erence between the solution x(t) and the chosen solution ⌫(t) of the di↵erential
inequality (3).

For example, consider the particular case (4) and change the boundary condition x(0)+e�1.5x(1) =
2 to a boundary condition with a parameter, i.e. consider the boundary condition x(0) +
e�1.5x(1) = µ and the new boundary value problem

x0(t) = 1.5x(t), t 2 (0, 1], x(0) + e�1.5x(1) = µ, (7)

where µ 2 R is a parameter.

The BVP (7) has a unique solution x(t) = 0.5µe1.5t, t 2 [0, 1] for any parameter µ 2 R. Then for
an arbitrary solution ⌫(t) of DI (5) we choose the parameter µ = ⌫(0)+ e�1.5⌫(1). For example,
if ⌫(t) = "t1 then µ = e�1.5". Then the solution of BVP (7) is x(t) = 0.5"e1.5(t�1), t 2 [0, 1] and
|⌫(t) � x(t)| = "|t2 � 0.5e1.5(t�1)|  0.5" for any " > 0 and t 2 [0, 1]. Therefore, according to
Definition 1 the BVP (4) is Ulam-Hyers stable.
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Abstract: In this seminar we revisit several previous works concerning anisotropic di↵eren-
tial equations (i.e. evolution equations in which the di↵usion takes a di↵erent form within
di↵erent space directions) whose prototypes are

ut � div
⇣
u�(x,t)Du

⌘
= 0 , �(x, t) > 0 ;

ut �
NX

i=1

(umi)xixi
= 0 , mi > 0 ;

ut �
NX

i=1

�
|uxi |pi�2uxi

�
xi

= 0 , pi > 1 ,

written for nonnegative bounded functions u defined in ⌦T = ⌦⇥ (0, T ], being ⌦ a bounded
domain in R

N and 0 < T < 1. Recently, in a joint collaboration with S. Ciani and
I. Skrypnik, we went back to these anisotropic PDEs, focusing on the singular ones, and
started to work on some of their open problems. We’ll briefly discuss this ongoing project
pointing out some of the di�culties one needs to address and overcome.

keywords: Porous medium equation; Singular/Degenerate PDEs; Regularity theory; In-
trinsic scaling; Anisotropic PDEs

MSC2020: 35B65; 35K55; 35K65; 35K55, 35K67; 35Q35; 35D30

307



 

308



International Conference onMathematicalAnalysis andApplications in Science andEngineering

ICMA
2
SC’24

ISEP Porto-Portugal, June 20 - 22, 2024

Existence and global regularity properties for

anisotropic parabolic equations with variable growth

Sergey Shmarev

University of Oviedo, Spain

shmarev@uniovi.es

Abstract: We consider the homogeneous Dirichlet problem for the anisotropic parabolic
equation

ut −
N
∑

i=1

Dxi

(

|Dxiu|pi(x,t)−2Dxiu
)

= f(x, t)

in the cylinder Ω × (0, T ), where Ω ⊂ RN , N ≥ 2, is a parallelepiped. The exponents of
nonlinearity pi are given Lipschitz-continuous functions. It is shown that if pi(x, t) >

2N
N+2 ,

µ = sup
QT

maxi pi(x, t)

mini pi(x, t)
< 1 +

1

N
, |Dxiu0|max{pi(·,0),2} ∈ L1(Ω), f ∈ L2(0, T ;W 1,2

0 (Ω)),

then the problem has a unique solution

u ∈ C([0, T ];L2(Ω)) with |Dxiu|pi ∈ L∞(0, T ;L1(Ω)), ut ∈ L2(QT ).

Moreover,

|Dxiu|pi+r ∈ L1(QT ) with some r = r(µ,N) > 0, |Dxiu|
pi−2

2 Dxiu ∈ W 1,2(QT ).

The assertions remain true for a smooth domain Ω if pi = 2 on the lateral boundary of QT .
This is a joint work with Rakesh Arora, Indian Institute of Technology (BHU), Varanasi
221005, India.
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1 Introduction

Let ⌦ be a bounded domain in Rd
with smooth boundary @⌦, and QT = {(x, t) : x 2 ⌦, 0 <

t  T} is the cylinder with the lateral �T = {(x, t) : x 2 @⌦, 0  t  T}. In the present

work, we study the following inverse problem of finding the function (solution) u(x, t) and the

unknown coe�cient f(t), which satisfy the pseudoparabolic equation with p�Laplacian di↵usion

and damping term

ut ��ut � div

⇣
|ru|p�2ru

⌘
= � |u|��2 u+ f(t) · g(x, t) in QT , (1)

the initial condition

u(x, 0) = u0(x) in ⌦, (2)

the Dirichlet boundary condition

u(x, t) = 0 on �T , (3)

and the integral overdetermination condition

Z

⌦

(u · ! +ru ·r!) dx = e(t), 0  t  T. (4)

Here, � – the coe�cient of the damping term might be positive � > 0 either negative � < 0.

The functions g(x, t), u0(x), !(x) and e(t) are given. The exponents p and � are given positive

numbers such that

1 < p, � < 1. (5)
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Abstract: We propose a new Heart Rate Asymmetry (HRA) measure that quantifies the Poincaré plot 

asymmetry. Our approach represents Poincaré plots of the RR intervals corresponding to the elapsed time 
between two heart beats in the form of a square matrix that can be further used to quantify Asymmetry 
Magnitude Index (AMI). Data available from two open databases from two distinct groups of subjects   
(with normal sinus rhythm and congestive heart failure) are used to present the dynamics of the variations 
of AMI in comparison to the three HRA indices over different consecutive time intervals. The proposed 
analysis allows us to choose an appropriate signal duration that is short enough for convenience of 
recording electrocardiograms. Our results indicate that AMI exhibits relatively constant variations with the 
change of interval duration as opposed to the existing HRA indices which demonstrate a steady increase 
in variations as time interval shortens. This suggests that electrocardiograms as brief as 5 minutes can be 
used to calculate AMI, making it potentially suitable for standard clinical use as well as for application in 
wearable technology. Also, our results reveal that the largest difference in asymmetry between two groups 
of subjects is obtained with new AMI measure making it a promising tool for clinical application. 

keywords:  electrocardiogram; heart rate asymmetry; heart rate variability; matrix norm; Poincaré plot;                                            

MSC2020: 49-XX; 34-XX; 92-XX.                                                                                    

 
1 Introduction 
 
Heart Rate Variability (HRV) is a natural physiological phenomenon that describes temporal variations 
in subject’s RR intervals that represent consecutive heart beats. The mechanisms that regulate Heart 
Rate (HR) are dynamic and complex. Thus, a common approach is to employ techniques that are used 
for the analysis of nonlinear dynamic systems [1]. For example, the Poincaré plot (PP), maps an RR 
interval series into a 2D phase space and can be used for HRV assessment [2]. PP in healthy subjects 
has shown to be asymmetric relative to a 45° angle line, known as the Line of Identity (LI) [2]. The 
position of a point, relative to the LI, indicates whether the current RR interval is longer (above the LI), 
shorter (below the LI), or equal (on the LI) to the previous RR interval. This phenomenon is known as 
Heart Rate Asymmetry (HRA) [2]. Efforts have been set in place to develop indices for HRA 
quantification [3]. The existing indices quantify HRA by: (1) separating the dataset based on the 
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position relative to the LI into two subsets, (2) calculating a proposed cumulative feature for each subset 
independently, and (3) comparing the two features to obtain their relative contributions [3]. Inspired by 
existing approaches, we quantify HRA by analyzing the asymmetry of 2D-histogram estimated 
distributions of points in a PP.  
We aim to answer the following research questions: (1) could   a new proposed Asymmetry Magnitude 
Index (AMI) be used for PP asymmetry assessment and how does it perform in comparison to other 
existing HRA indices, and (2) what is the appropriate interval duration that is both short enough for 
convenience of HR recording and long enough to be indicative of HRA as longer time intervals. 
 
2 Methods and Materials 
 
The experimental results are obtained using R peak annotations from PhysioNet open-access databases 
- the Normal Sinus Rhythm RR Interval Database (NSR) [5], [6] and Congestive Heart Failure RR 
Interval Database database (CHF) [5], [7]. Data of age-matched subjects with age between 29 and 43 
years at the time of data collection are selected from these two databases to isolate possible 
comorbidities in elderly subjects [8]. Overall, five and six patients from the nsr2db and chf2db groups, 
respectively, met the inclusion criterion. Fig. 1 depicts the difference between the PPs of sample 
subjects from two different groups - NSR and CHF. 
Processing steps are performed using Matlab ver. R2023b (The Mathworks, Natick, USA). Since heart 
rates lower than 30 bpm are uncommon in practice [9], RR intervals greater than 2000 ms are considered 
as non-physiological and we excluded them from further analysis.  

 
 Figure 1 Poincaré plots (PPs) of sample subjects with a) normal sinus rhythm (NSR) and b) congestive heart failure (CHF) 

 
Porta’s index (PI) considers whether there are more points above or below the LI [10]. Guzik’s index 
(GI) compares the cumulative squared distances between the points above and below the LI to the LI 
[2]. Asymmetric Spread Index (ASI) incorporates information on the position of a point along the LI, 
in addition to the distance. It merges this two information into a single feature, known as the arc length 
ai. The ai is calculated as a product of  the distance of a point from the origin di, and the angle between 
the LI and the line connecting the point to the origin Θi. ASI compares the standard deviations of ai of 
points above and below the LI [3]. 
We calculate the newly proposed AMI measure along with PI, GI, and ASI. AMI is calculated by the 
following steps: (1) Creating a 2D histogram of the points represented by a Poincaré plot. The result is 
the square matrix A, which represents an estimation of a 2D probability density function of the PP data; 
(2) Extracting the asymmetric component Aasym of the matrix A by taking the difference between matrix 
A and its reflection matrix over the main diagonal AT; (3) Normalizing the Aasym matrix by its maximum 
value; and (4) Calculating the Frobenius norm (FN) of Aasym (Eq. 1). 

314

https://www.zotero.org/google-docs/?uXefJc
https://www.zotero.org/google-docs/?TYRTs0
https://www.zotero.org/google-docs/?AicnGT
https://www.zotero.org/google-docs/?AdgCzc
https://www.zotero.org/google-docs/?zNKvUr
https://www.zotero.org/google-docs/?GpigTB
https://www.zotero.org/google-docs/?A0Q1VJ
https://www.zotero.org/google-docs/?Dteu0v


 

 

||𝐴𝑎𝑠𝑦𝑚||𝐹 = √∑∑(𝐴𝑖𝑗 − 𝐴𝑖𝑗𝑇)2
𝑛

𝑗=1

𝑚

𝑖=1

 

 
(1) 

The value of FN depends on the bin count, which reflects the duration of the original recording. 
Therefore, to obtain a duration-independent measure: (1) we define what we call “an ideal asymmetric 
component template”, AIACT  as the matrix whose elements above and below the main diagonal are equal 
to +1 and -1, respectively, and (2) we define the normalization factor as the FN of the AIACT as ||AIACT||F. 
Finally, AMI is defined as the ratio between the ||Aasym||F and the ||AIACT||F. Matrices with greater 
symmetry are expected to yield AMI values closer to 0, while less symmetric ones should yield values 
closer to 1. 
For each subject, we divide the R peak annotation data into n equal subsequent time intervals. The value 
of n varies from 3 to 300, corresponding to interval durations ranging approximately from 7 hours (for 
n = 3) to 4 minutes (for n = 300). For each set of n intervals, we proceed to calculate HRA indices for 
each interval. After obtaining HRA indices, we compute the standard deviation for each index at the 
given n, reflecting the variability of each HRA index across different interval durations within a 20-
hour period. We report the median of Standard Deviation (SD) together with SD ranges across all 
subjects and all intervals for two distinct groups (NSR and CHF) and for all indices. This approach 
enables us to observe the fluctuation of each HRA index as the duration of the time intervals changes. 
Finally, we use relative ratios of median values to compare the performances of 20-hour AMI and the 
other existing HRA indices in differentiating between the NSR and CHF groups of subjects. 
 
3 Results and Discussion 
 
Median values and ranges for SDs of each index for two groups and across all intervals are presented 
in Table 1. AMI reveals the smallest median and maximal value of SD changes for all subjects and all 
intervals. ASI and PI have the lowest minimal SD values in NSR and CHF groups, respectively. 
However, the corresponding medians of ASI and PI are more than 16 and two times greater than the 
median of AMI. Such consistency across different time intervals may render AMI particularly suitable 
for standard clinical use and application in wearables where shorter time intervals are desirable. 

 
Table 1. Median values and ranges for standard deviations normalized in range [0, 1] across all subjects and all intervals. 
Values are presented for proposed Asymmetry Magnitude Index (AMI), as well as for three indices found in literature: Porta 
Index (PI), Guzik Index (GI), and Asymmetric Spread Index(ASI). All indices are calculated separately for Normal Sinus 
Rhythm (NSR) and CHF (Congestive Heart Failure) groups of subjects. 

 
PI GI ASI AMI 

NSR 0.0186 
[2.0810e-04 0.0720] 

0.0337 
[7.6850e-04 0.0974] 

0.1091 
[1.3962e-04 0.1687]  

0.0068  
[3.1641e-04 0.0193] 

CHF 0.0159 
[6.1679e-06 0.0357]  

0.0128 
[3.7238e-05 0.0623]  

0.0648  
[3.7685e-04 0.2184] 

0.0068  
[2.3306e-04 0.0220]  

 
Median values for NSR group for PI, GI, ASI, and AMI are 0.4882, 0.5156, 0.5939, and 0.0389, 
respectively. Further, for CHF group, respective median values for HRA indices are 0.5019, 0.5000, 
0.6678, and 0.0284. By their definition, PI, GI, and ASI yield values of 0.5 for symmetric PPs, while 
asymmetric plots have values closer to 0 or 1 depending on the feature contribution below or above the 
LI. For AMI, value of 0 indicates complete symmetry while 1 presents complete asymmetry. Therefore, 
medians of all indices suggest relatively high symmetries of PPs. It is expected that subjects with NSR 
experience more asymmetry than subjects with CHF [3]. The expectation is met for all indices except 
for ASI. Relative differences of medians for NSR and CHF groups in relation to the medians for NSR 
group are: 2.82% (PI), 3.03% (GI), 12.43% (ASI), and 27.16% (AMI). We can conclude that the largest 
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expected distinction between two groups of subjects is obtained by newly proposed AMI measure. 
 
4 Conclusions and Future work 
 
Our preliminary results on comparison of the proposed AMI measure with other existing asymmetry 
indices with the aim to present the analysis on small-time intervals (~5 min) and to differentiate between 
NSR and CHF subjects are promising. AMI shows the smallest dispersion for relatively short 
recordings, as well as the highest relative ratio when two groups of subjects are compared. Despite such 
encouraging results, a larger sample of diverse medical conditions is required to prove AMI usability 
and to apply appropriate tests for statistical significance. 
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Abstract: We discuss a nonlinear generalization of the spectral theorem for selfadjoint lin-
ear operators by decomposing continuous absolutely homogeneous convex functionals with
isolated minimum zero at the origin, i.e. powers of continuous norms. Our methods extend
the case of one-homogeneous functional discussed in the paper ”Nonlinear spectral decom-
positions by gradient flows of one-homogeneous functionals”, Analysis & PDE, 2021, 14 (3),
pp.823-860, by Leon Bungert, Martin Burger, Antonin Chambolle and Matteo Novaga, and
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1 Introduction

In this work, we discuss a nonlinear generalization of the spectral theorem for (possibly un-
bounded) self-adjoint linear operators A on a Hilbert space. This important theorem guarantees
the existence of a Borel measure µ with values in the lattice of orthogonal projections, whose
support is the spectrum �(A) ⇢ R of the operator A and which allows decompositions

A =

Z

�(A)
�µ(d�) and Id =

Z

�(A)
µ(d�) . (1)

Since the 1970s, nonlinear spectral theory is concerned with the question how to define a spec-
trum for nonlinear operators, but this theory usually revolves around solvability of equations
and not so much around existence of spectral decompositions. Particularly, given two (possibly
nonlinear) operators A : X ! X⇤, B : Y ! Y ⇤ on Banach spaces X,Y with a dense intersection,
the problem to find those scalars � and u 2 X \ Y with Bu 6= 0 satisfying Au = �Bu is called
a nonlinear eigenvalue problem, and if (�, u) is a solution of this problem, then u is called a
B-eigenvector of A to the B-eigenvalue �. In the case that B = Id is the identification of a
Hilbert space Y with its dual Y ⇤ and X ⇢ Y so that instead of the original A : X ! X⇤ its
strong realization As : D(A) ⇢ X ⇢ Y ! Y ⇤ ⇠= Y on D(A) := {u 2 X |Au 2 Y ⇤ ⇢ X⇤} can be
considered, those scalars �, for which � Id�As does not have a continuous inverse, define the
so-called Rhodius spectrum [1] of As. Yet, this spectrum does not behave very well, therefore
other notions of a nonlinear spectrum have been developed, for which we refer as basic reference
to the monograph [2], or to the survey article [3].
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Regarding a spectral decomposition of nonlinear operators, only very partial results seem to exist
in literature. The case of Nemytskii operators is studied in [4], basis properties of eigenfunctions
of the p-Laplacian are discussed in [5], and for basis properties of Fuč́ık eigenfunctions see [6].

In this work, we consider subdi↵erentials A = @�A, B = @�B of continuous absolutely homo-
geneous convex functionals �A : X ! R, �B : Y ! R with isolated minimizer 0, i.e. monotone
operators A,B having a power �A(u) =

1
pkuk

p
X , �B(u) =

1
qkuk

q
Y of a continuous norm as po-

tential, or equivalently duality mappings A,B on X,Y for powers p, q > 1. We follow the idea
proposed by [7] for one-homogeneous functionals �A, i.e. p = 1, and B = Id on a Hilbert space
Y to obtain a nonlinear spectral decomposition via the (generalized nonlinear) gradient flow
generated by the gradient system

dv

dt
2 �Au , v 2 Bu for an initial value v(0) = v0 2 Bu0 . (2)

Such abstract doubly nonlinear di↵usion equations have been studied e.g. in [8]. We show how
to obtain from strong solutions of (2) a Borel measure µv0 on a measurable subset �v0 ⇢ [0,1)
satisfying

�A(u0) =

Z

�v0

�µv0(d�) for v0 2 Bu0 and �⇤
B(v0) =

Z

�v0

µv0(d�) (3)

with the Fenchel conjugate �⇤
B of �B defined by �⇤

B(v) := sup
u2Y

(hv, ui � �B(u)). Further,

[0,1) � S 7! (v0 7! µv0(S)) can be viewed as measure with values in the lattice of non-
negative functionals on Y ⇤, and deserves to be named spectral measure due to the analogy of
(3) and (1), where q = 2, u0 = v0 and µv0(S) =

1
2hµ(S)u0, u0i =

1
2kµ(S)u0k

2.

2 Nonlinear spectral decomposition via gradient flow

Theorem 1 Assume that �A : X ! R, �B : Y ! R are powers of continuous norms on re-
flexive Banach spaces X,Y with a dense and separable intersection such that X \Y is separable
and compactly embedded into Y , and that the subdi↵erential B = @�B has a continuously dif-
ferentiable inverse, then there exists a measure [0,1) � S 7! (v0 7! µv0(S)) with values in the
lattice of non-negative functionals on Y ⇤ such that (3) holds with the support �v0 of µv0.

Proof. Under the assumptions of the theorem, for an initial values v0 2 Y ⇤ with v0 2 Bu0 for
u0 2 Y , the gradient system (2) admits a unique strong solution v 2 L1(0, T ;Y ⇤) with time
derivative dv

dt 2 Lp0(0, T ;X⇤) \ L2(0, T ;Y ⇤), u 2 Lp(0, T ;X) \ L1(0, T ;Y ) with time derivative
du
dt 2 L2(0, T ;Y ) for every T < 1 (see [9, 11.2] for existence of weak solutions).

Particularly, (2) is valid as an equation in Lp0(0, T ;X⇤)\L2(0, T ;Y ⇤), thus (2) can be tested by
u 2 Lp(0, T ;X) to obtain

d

dt
�⇤
B(v(t)) = h d

dt
v(t), B�1v(t)i = �hAu(t), u(t)i  0 (4)

due to B�1v(t) = u(t) and monotonicity of A with A0 = 0, and by d
dtu(t) 2 L2(0, T ;Y ) to

obtain
d

dt
�A(u(t)) = hAu(t), d

dt
u(t)i = �h d

dt
v(t),

d

dt
u(t)i  0 (5)

due to hv(t + h) � v(t), u(t + h) � u(t)i � 0 for v(t) 2 Bu(t), v(t + h) 2 Bu(t + h) and every
h > 0. i.e. monotonicity of B. Thus, �A(u(t)), �⇤

B(v(t)) are monotone decreasing w.r.t.
time t and induce Lebesgue-Stieltjes measures d�A(u(t)), d�⇤

B(v(t)) on the time interval [0,1).
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Further, because 0 2 Au only if u = 0 and B�1 is continuous, we have lim
t!1

�A(u(t)) = 0 and

lim
t!1

�⇤
B(v(t)) = 0, hence

�A(u0) = �
Z 1

0

d�A(u(t))

dt
dt =

Z 1

0
d�A(u(t)) and

�⇤
B(v0) = �

Z 1

0

d�⇤
B(v(t))

dt
dt =

Z 1

0
d�⇤

B(v(t)) .

(6)

Now the Lebesgue-Stieltjes measure d�A(u(·)) on [0,1) is absolutely continuous w.r.t. d�⇤
B(v(·)),

because if �⇤
B(v(·)) = const on T ⇢ [0,1), then hAu(·), u(·)i = 0 on T so that T is a null set

for d�A(u(t)), too. Therefore, its Radon-Nikodym derivative �(t) := d�A(u(t))
d�⇤

B(v(t)) mapping [0,1)

measurable onto a subset �v0 ⇢ [0,1) can be used to obtain as image of d�⇤
B(v(t)) under

�(t) for each v0 2 Y ⇤ a Borel measure µv0 on �v0 . This measure µv0 on �v0 is defined by
µv0(S) = d�⇤

B(v(·))(��1(S)) for measurable S ⇢ [0,1) and satisfies by substitution rule

�A(u0) =

Z 1

0

d�A(u(t))

d�⇤
B(v(t))

d�⇤
B(v(t)) =

Z

�v0

�µv0(d�) for v0 2 Bu0 and

�⇤
B(v0) =

Z 1

0
d�⇤

B(v(t)) =

Z

�v0

µv0(d�) .

(7)

Finally, for each measurable S ⇢ [0,1) the functional v0 7! µv0(S) is non-negative, because

�⇤
B(v) =

1
q0 kvk

q0

Y ⇤ is non-negative and µv0 is just a reparametrization of the Lebesgue-Stieltjes
measure d�⇤

B(v(·)) by �(t). Therefore, [0,1) � S 7! (u0 7! µv0(S)) can be viewed as measure
on 0,1) with values in the lattice of non-negative functionals on Y ⇤.

3 Conclusions and Future work

The result presented in Section 2 can be extended into various directions:

If �A is a power of a continuous seminorm (instead of a norm), then the limit u1 := lim
t!1

u(t)

does not need to be zero, and instead �A(u0) � �A(u1) =
R
�v0

�µv0(d�) holds, where u1 is

due to Au1 = 0 an eigenvector to the eigenvalue zero and �A(u1) is the part corresponding to
this eigenvalue zero in the nonlinear spectral decomposition.

If �A is just a general convex functional with minimum 0 at the isolated minimizer 0, then
existence and uniqueness of solutions to (2) have to be carefully studied, but it seems so that
the same result can be obtained. In this case the result can be further extended to di↵erences of
convex functionals (like selfadjoint operators are di↵erences of positive self-adjoint operators).

If there is a positive cone Y ⇤
+ on Y ⇤, then separately �B(v+) and �B(v�) could be decomposed

leading to a decomposition w.r.t. Fuč́ık spectrum. Yet, to rigorously obtain such results further
research is needed.
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Abstract: In this talk, we present constructive methods for approximating fuzzy numbers

and fuzzy-valued functions of a real variable. Our techniques are based on the use of appro-

priate Schauder bases in certain Banach spaces. We illustrate the approximations obtained

in some particularly interesting cases by providing algorithms of great simplicity.
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1 Introduction

The di�culty involved in extending real models to models with uncertainty using arbitrary fuzzy

numbers, as well as the di�culty of calculations with fuzzy numbers described by complex mem-

bership functions, has motivated the recent development of a large number of techniques that

allow fuzzy numbers to be approximated by simpler ones. In the same way, the approximation of

interval-valued functions and fuzzy-valued functions of a real variable has been approached over

the years from various perspectives, on numerous occasions with the aim of being used in solving

di↵erent types of equations in an environment with uncertainty. In the first part of this work

we present a constructive method, that is based on the use of appropriate Schauder bases in

certain Banach spaces, for the approximation of fuzzy numbers. We prove the convergence and

study the properties of the approximation operator, such as its compatibility with arithmetic

operations on fuzzy numbers and with some of its important characteristics. The second part

is dedicated to presenting the results recently obtained to approximate continuous fuzzy-valued

functions with particular attention to the case of interval-valued functions.

2 Approximation of fuzzy numbers

We refer the reader to [2] for the basic notation of interval and fuzzy calculus. The set of all

compact (non empty) intervals of the real line is denoted by KC and we denote the family of all

fuzzy numbers as F.
The relationship between fuzzy numbers and intervals allows us to give a representation of a

fuzzy number u as a pair of functions u, u : [0, 1] ! R, defining the endpoints of the ↵-level sets

of u.
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Let (X, k · k) be a real Banach space of real-valued functions defined on [0, 1], and consider

FX := {u 2 F : u, u 2 X}.

Suppose further that k · k(·) is a norm in R2
fulfilling the monotonicity condition

0  x1  x
0
1, 0  x2  x

0
2 ) k(x1, x2)k(·)  k(x01, x02)k(·) (1)

and that FX is endowed with the distance d
(·)
X

defined by

d
(·)
X
(u, v) := k (ku� vk, ku� vk) k(·), (u, v 2 FX). (2)

The following result presents how to obtain an approximation of a fuzzy number u 2 FX , which

turns out to be compatible with the usual operations of fuzzy arithmetic.

Theorem 1 (See [3]) Let {en}n�1 be a Schauder basis in a real Banach space (X, k · k) of
real-valued functions defined on [0, 1], whose sequence of associated projections we denote by
{Pn}n�1, and in a such a way that:

i) the functions en are bounded, left-continuous in (0, 1] and right-continuous at 0,

ii) if g 2 X is non-increasing and g(1) � 0, then 0  inf
n�1

Pn(g)(1),

iii) and when g 2 X is an non-decreasing function and n 2 N, Pn(g) is also non-decreasing.

Then:

a) For each u 2 FX and n 2 N, Pn(u) and Pn(u) define the lower and upper branches of a
fuzzy number Pn(u) 2 FX , that is, for any ↵ 2 [0, 1],

Pn(u)(↵) = Pn(u)(↵) and Pn(u)(↵) = Pn(u)(↵).

b) If u 2 FX , then the sequence {Pn(u)}n�1 approximates u in the sense of the metric d
(·)
X
,

i.e.,

lim
n!1

d
(·)
X
(u,Pn(u)) = 0.

c) For any n 2 N, the mapping Pn : FX �! FX is a Lipschitz continuous projection and

if u, v 2 FX , then d
(·)
X
(Pn(u),Pn(v))  Md

(·)
X
(u, v), where M is the basic constant of the

basis {en}n�1. In particular, if {en}n�1 is monotone, then Pn is non-expansive.

3 Approximation of continuous interval-valued functions and
fuzzy-number-valued functions

Given ⌦ a compact topological space, we will denote by C (⌦) the Banach space of all continuous

real valued functions defined on ⌦ with its usual max norm, k · k1, and by C (⌦,KC) the set of

all continuous functions from ⌦ into KC endowed with the distance

H(f, h) := sup
!2⌦

max{|h(!)� f(!)|, |h(!)� f(!)|}, f = [f, f)], h = [h, h].

In the following result we introduce an approximation of a continuous interval-valued function

in the metric space C(⌦,KC) in terms of a Schauder basis in the Banach space C(⌦):
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Theorem 2 (See [1]) Let ⌦ be a topological compact space, {fn}n�1 be a Schauder basis of C(⌦)
and let {⇧n}n�1 be the associated sequence of projections such that

a) if ! 2 ⌦ and n � 1, then fn(!) � 0, and

b) if g 2 C(⌦), g � 0, and n � 1, then ⇧n(g) � 0.

Thus, given f 2 C(⌦,KC) and " > 0 there exists n � 1 such that H (f, Pn(f)) < ", where

Pn(f)(!) =

nX

k=1

↵k�k(!) +

nX

k=1
�k�↵k�0

(�k � ↵k) k(!)�gH

0

BB@
nX

k=1
�k�↵k<0

|�k � ↵k| k(!)

1

CCA

with �k(!) = [fk(!), fk(!)],  k(!) = [0, fk(!)] and certain real numbers ↵1,↵2, . . . ,↵n and
�1,�2, . . . ,�n.

More general techniques allow us to obtain an analogous result for fuzzy-valued functions.
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Abstract: We propose a machine learning-based 
algorithm as a new method for solving Abel type 
differential  equations which is an important class of  
differential equations modeling magnetostatic 
problems and fluid dynamics. Our method does not 
rely on extensive formal numeric computing. It is a 

data-driven algorithm, hence a significant approach 
as data is more available each day. Our 
approximation function is a multilayer perceptron 
and we adjust parameters by backpropagation 
algorithm. We compare our results with some of the 
well-known methods' results. 
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1. Introduction 

 Many nonlinear differential equations, especially those that arise in complex natural phenomena, have 
no analytical solution and thus various numerical methods are investigated to estimate the solutions to these 
equations. Accuracy of these methods as well as how effective their implementation is are important criteria. 
Here we focus on a fundamental class of differential equations called Abel type differential equations and the 
general form subject to our discussion is as follows: 

  (1) 

where . With the substitution  the equation (1) becomes the Abel equation of the second kind. 

It has many applications including electromagnetism and fluid dynamics [1,2]. Attempts on solving equations 
of this form include but are not limited to a recent work of Mak et al. [3] where a solution generating 
technique for Abel type equations is presented; another paper from Güler [4] proposing an algorithm based on 
Taylor matrix method; and Khuri [5] which introduces a Laplace decomposition algorithm and applies to a 
class of nonlinear differential equations. 
 Lately, many machine learning methods are being used to solve both ordinary and partial differential 
equations. Mathematical properties of neural networks are intensely investigated and it is a fundamental result 
that they have universal approximation capabilities (Pinkus [6]). The elegant implementation of the machine 
learning method is beneficial compared to the extensive formal numeric computing of other methods. Weinan 
E [7] reviews the relationship between machine learning and computational mathematics, proving a promising 
future for this class of numerical methods. Brunton et al. [8] reviews the advances in PDE research using 
machine learning. 
 Now we give some definitions and define our method. 

1.1. Hypothesis Space. Consider the first-order initial value problem in the general form 

d y
d x

= p(x)y3 + q(x)y2 + r (x)y + s(x)

p(x) ≠ 0 y = 1
u

1
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  (2) 

with  where , the discretized domain. Our aim is to approximate the 
solution .  

We define a set of trial functions 

  (3) 

to optimize within and obtain the approximation from. For example, one could choose  to be a wavelet 
function or a polynomial, in order to approximate the unknown function. Our approach considers the 
ubiquitous multilayer perceptron with two hidden layers: 

  (4) 

where  and . Here  ( ) is the parameter vector to 

be optimized and  is the sigmoid activation function that imposes nonlinearity to linearly 

transformed output. 

1.2. Loss Function. Substituting the trial equation into the differential equation we get 

  (5) 

(assuming  is not optimal). We transform the problem of making the left- and right-hand side of the above 
inequality approximately equal into the optimization problem 

  (6) 

and define the loss function 

 . (7) 

1.3. Backpropagation. In order to minimize the loss function, we use the fundamental principle of gradient 
descent, that is, moving in the opposite way of the gradient of the loss function, which is the direction of the 
steepest descent. Gradient descent assumes the loss function  to be differentiable in the parameter 

G (x , y(x), y′ (x)) = 0

y(a) = A x ∈ $ = {a , x1, x2, …, xn−1}
y(x)

H = {yt(x , θ ) = A + (x − a)f (x , θ ) |θ ∈ ℝ}

f ( . )

f (x , θ ) = w2 ⋅ h1 + b2

h1 = σ (w1 ⋅ h0 + b1) h0 = σ (w0 ⋅ x + b0) θ =

w0
w1
w2
b0
b1
b2

wj, bj ∈ ℝ

σ (z) = 1
1 + e−z

G (x , yt(x , θ ), y′ t(x , θ )) ≠ 0

θ

min
θ ∑

x∈$

1
2 G (x , yt(x , θ ), y′ t(x , θ ))2

ℒ(x , θ ) = ∑
x∈$

1
2 G (x , yt(x , θ ), y′ t(x , θ ))2

ℒ( . )
2

Fig. 1.1. Multilayer Perceptron (MLP) with scalar 
input, two hidden layers, and a scalar output [9].

326

Jorge Mendonça



domain. At each iteration we compute the loss for the whole discretized domain with the current parameters, 
and then compute the gradient with backpropagation. Each iteration ends with the update 

 where  is the learning rate adjusting the gain. 

2. Results and Discussion 

 Now we consider some numerical examples to illustrate our method's performance. We define accuracy  
by the absolute error between the exact and approximate value  for a given input . 

Example 1. We take the equation  

  (8) 

with inital condition  where . The exact solution is  [8]. In Table 1 we compare the 
accuracy of our method with the Taylor matrix method and Padé approximation presented in [4]. Comparison 
with the exact solution is given in Figure 2.1(a). 

Example 2. We also consider the equation  

  (9) 

with initial condition . The exact solution is . In Table 2 we compare the accuracy of 

our method with the results of the Laplace transform algorithm presented in [5]. Comparison with the graph of 
the exact solution is given in Figure 2.1(b). 

 

Table 1. Analytical and numerical outputs with absolute errors of the proposed method (Example 1).

θk+1 = θk − η∇θ ℒ(x , θ ) η

|y(x) − yt(x , θ ) | x

y(x)y′ (x) + x y(x) + y2(x) + x2y3(x) = xe−x + x2e−3x

y(0) = 1 0 ≤ x ≤ 1 y = e−x

y′ (x) = 4y(x) − y(x)3

y(0) = 0.5 2e4x

15 + e8x

Inputs Exact solution Taylor matrix 
method

Pade 
approximation

MLP MLP Absolute error

0 1.0000000000 1.0000000000 1.0000000000 1.0000000000 0
0.1 0.9048374180 0.9048374167 0.9048374179 0.9049017 6.425381e-05

0.2 0.8187307531 0.8187306667 0.8187307455 0.8187502 1.943111e-05
0.3 0.7408182207 0.7408172500 0.7408181414 0.7408165 1.728535e-06
0.4 0.6703200460 0.6703146667 0.6703196347 0.67033315 1.311302e-05
0.5 0.6065306597 0.6065104167 0.6065292096 0.6065661 3.540516e-05
0.6 0.5488116361 0.5487520000 0.5488076312 0.54885244 4.082918e-05

Inputs

3

Fig. 2.1(a). Comparison between exact 
solution and MLP approximation 

(Example 1).

Fig. 2.1(b). Comparison between exact 
solution and MLP approximation 

(Example 2).
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Table 2. Analytical solution and absolute errors of numerical solutions (Example 2). 

3. Conclusions and Future Work 
  
 We have introduced the machine learning approach to the effort of solving Abel type differential 
equations. Abel type equations have important physical applications. Previous methods include Taylor matrix 
based solutions and Laplace decomposition. From the results we conclude that the simple and low-cost 
multilayer perceptron with a very fundamental optimization approach achieves a significant accuracy and 
most importantly a well-balanced approximation. 
 The efficient convergence of the proposed approximation implies a bright future for machine learning 
in computational mathematics. The simplicity of the implementation enables the possibility of using it on 
many other differential equations. Future work may also include creative approaches to the choice of the 
hypothesis space. Finally, on the other hand, this direction of applied mathematics research can prove useful to 
the theory development of machine learning. 
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0.7 0.4965853038 0.4964369167 0.4965759550 0.49661142 2.610683e-05
0.8 0.4493289641 0.4490026667 0.4493096647 0.44933373 4.768372e-06
0.9 0.4065696597 0.4059167500 0.4065333809 0.40656352 6.139278e-06
1.0 0.3678794412 0.3666666667 0.3678160920 0.36788034 8.940697e-07

Exact solution Taylor matrix 
method

Pade 
approximation

MLP MLP Absolute errorInputs

Inputs Exact solution Laplace decomposition 
absolute error

MLP MLP Absolute error

0.05 0.6015262 2.5873e-07 0.6016848 1.586080e-04
0.10 0.71888816 1.5733e-05 0.7190194 1.312494e-04
0.15 0.85141754 1.6370e-04 0.85161024 1.927018e-04
0.20 0.9964629 7.9299e-04 0.99675953 2.966523e-04
0.25 1.1489644 2.3856e-03 1.1492543 2.899170e-04
0.30 1.301677 4.8087e-03 1.3018351 1.580715e-04
0.35 1.4463351 5.6245e-03 1.4463906 5.555153e-05
0.40 1.5755198 2.3004e-03 1.5756235 1.037121e-04
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Abstract: In the real-life optimization problems, due to uncertainty and hesitancy, it might be 
challenging for the decision maker to identify the precise value of the parameters. To overcome 
this problem, fuzzy set theory came into existence. The fuzzy Big-M method is a mathematical 
technique used for solving fuzzy linear programming problem with inequality constraints. The 
concept of horizontal membership function was introduced by Piegat and Landowski in 2015. 
They define a fuzzy set not in the form of vertical membership function of type         but in 
the horizontal type       . In this paper, an algorithm is proposed for fuzzy Big-M method 
using horizontal membership function. Numerical examples have been presented to illustrate the 
proposed algorithm. 

Keywords: Fuzzy linear programming, Horizontal membership function, Fuzzy optimal 
solution, Horizontal fuzzy number, Big-M method 
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The smoothness of orbital measures on noncompact
symmetric spaces

Sanjiv Kumar Gupta and Kathryn E. Hare

Abstract. Let G be a real, connected, noncompact, semisimple Lie group

with finite center, and K a maximal compact subgroup of G. The quotient

space, G/K, is a symmetric space of noncompact type, which we also assume

to be irreducible. For a 2 G�NG(K), we let ⌫a denote the K-bi-invariant,

orbital, singular measure supported on the compact double coset KaK in G.

The smoothness properties of convolution products of these orbital measures

has been of interest for many years and is related to questions about products

of double cosets and spherical functions. Ragozin, in [5], proved that for

r � dimG/K, the convolution product measure, ⌫a1 ⇤ · · · ⇤ ⌫ar , is absolutely

continuous with respect to any Haar measure on G, equivalently, its density

function is a compactly supported function in L1
(G). This was improved in a

series of papers, culminating with [2] and [4], where r was reduced to either

rankG/K or rankG/K + 1 depending on the Lie type. See [3] for a good

history of this problem.

For the special case of regular elements, aj , it was shown in [1] that the

density function of ⌫a1 ⇤ · · · ⇤ ⌫ar belongs to the smaller space of compactly

supported functions in L2
(G) for r � dimG/K + 1. The decay properties of

spherical functions and the Plancherel theorem were used to prove this. In this

paper, we develop a more refined analysis of the decay properties of spherical

functions, using the classification of these symmetric spaces in terms of their

restricted root systems, to significantly improve this result. This analysis

allows us to both extend the L2
result to convolutions of all orbital measures

⌫a for a /2 NG(K), as well as to reduce the number of convolution products

to approximately rankG/K; and obtain the precise values which depend only

on the Lie and Cartan type of the symmetric space. In the special case of

convolution products of orbital measures at regular elements, we prove that

r = 2 su�ces, except for one symmetric space (Cartan type AI of rank one)

where r = 3 is both necessary and su�cient. This latter fact shows that, unlike

the situation for the analogous problem in compact Lie groups and algebras,

it is not true that ⌫ka belongs to L2
if and only if ⌫ka is absolutely continuous

(where the exponent means convolution powers). The decay properties are

also applied to study the di↵erentiability of orbital measures.
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Abstract: Special Session 6 Computational Mathematics, Computational Statistics and
Applications: A key characteristic of incompressible fluids is the disparity in the di↵eren-
tial order of the equations. This discrepancy generates numerical di�culties that are often
resolved by di↵erentiating the applied force, adding boundary conditions, and/or using dif-
ferent discretization approaches for pressure and velocity. In this work, we introduce a new
formulation for the periodic channel, presenting an unexpectedly simple yet e↵ective solu-
tion to resolve the mismatch between pressure and velocity in incompressible fluids. By
employing this seemingly unconventional approach, we craft a well-conditioned system that
eliminates the traditional mismatch problem. Notably, this method’s versatility extends
beyond incompressible fluids and applies to various di↵erential-algebraic equations, such as
inelastic fibers and curl-free fluids.

keywords: Spectral Methods; Fluids

MSC2020:

1 Introduction

A common type of di↵erential equation that appears in physical systems is partial di↵erential
equations with a di↵erential algebraic constraint. The Stokes Equation (divergence-free vector
field) and Semi-Elastic Inextensible Fibers (constant arc length) are two examples. Historically,
three ways to solve these equations are (1) parametrizing the solution space [1, 2], (2) generating
an auxiliary elliptic problem for the Lagrange multiplier (pressure or tension) [3, 4], and (3)
generating a complete system where the primary variable and the Lagrange multiplier are solved
at the same time [5]. Unfortunately, each of these has its drawbacks. Parametrizing the solution
space can be complicated depending on the geometry and boundary conditions; generating the
elliptic problem requires taking numerical derivatives of the external force in the system, and
the linear system for all the variables generally has a condition number that grows as a function
of the mesh size, leading to accumulation of errors or convergence issues in iterative methods.

To showcase our approach, in this work, we solve the Stokes Equation in the geometry (�1, 1)⇥
S1. After taking the Fourier Transform in the periodic dimension, the corresponding boundary
value problem is
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8
>>>>>>>>><

>>>>>>>>>:

�4⇡2n2
ûn + @2

xûn �
 

@x

2⇡in

!
p̂n = F̂n, x 2 (�1, 1)

 
@x

2⇡in

!
· ûn = 0, x 2 (�1, 1)

ûn(�1) = ĝ
�1
n ,

ûn(1) = ĝ
1
n.

(1)

This system will be a toy problem to showcase our method; however, our techniques can be
extended to other semi-periodic geometries and other types of equations.

2 Results and discussion

Our idea is simple and direct: we take derivatives of the algebraic constraint until we match
the number of derivatives in the main equation (for Stokes, this requires only one derivative).
Information is lost when di↵erentiating and must be recovered; a simple projection is su�cient
here. In our toy model example, the resulting system looks like

8
>>>>>>>>>>>>>><

>>>>>>>>>>>>>>:

�4⇡2n2
ûn + @2

xûn �
 

@x

2⇡in

!
p̂n = F̂n

 
@2
x

2⇡in@x

!
· ûn = 0

⌧
1,

 
2⇡in

@x

!
· ûn

�
= 0

û(�1) = ĝ
�1
n ,

û(1) = ĝ
1
n.

(2)

This approach may seem counterintuitive since increasing the di↵erential order of the system
should only exacerbate the ill-conditioning. However, when the problem is appropriately refor-
mulated (here using an integral formulation), something surprising happens. Define the variables

ûn = An +Bnx+

Z Z
µ̂n (3)

p̂n = Cn +

Z
⇢̂n. (4)

A direct integral reformulation for the densities (without di↵erentiating the constraint equation)
is given, in block form, by:

0

@

0

@
I 0 0
0 I I
0 0 0

1

A+

0

@
�4⇡2n2

R R
0 2⇡in

R

0 �4⇡2n2
R R

0
2⇡in

R R
0

1

A

1

A

0

@
µ̂1
n

µ̂2
n

⇢̂n

1

A (5)

For conciseness, boundary conditions have been omitted. Notably, the final block equation is
not second-kind. An integral reformulation of our proposed method gives instead:
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Figure 1: Comparison of the spectrum between a direct discretization using an integral method
(blue dots) versus our new reformulation (yellow dots). A zoom-in around 0 is shown to show the
accumulation of eigenvalues around 0 for the Standard integral formulation; note no eigenvalues
from the New formulation appear in this zoom region.

0

@

0

@
I 0 0
0 I I
0 I 0

1

A+

0

@
�4⇡2n2

R R
0 2⇡in

R

0 �4⇡2n2
R R

0
2⇡in

R
0 0

1

A

1

A

0

@
µ̂1
n

µ̂2
n

⇢̂n

1

A (6)

which is of the form of a compact operator plus an identity-like operator and is indeed second-
kind. To show this technique’s e↵ectiveness, we compare the spectrum generated by the direct
integral approach and our proposed meethod, shown in Fig. 1. We use 500 Chebyshev nodes
and the integration rule following [6] to discretize the system. In the spectrum, we see an
accumulation of eigenvalues towards 0 for a direct discretization, while in our new technique,
the eigenvalues are bounded away from 0.

3 Conclusions and Future work

In this work, we have presented a new formulation of the Stokes Equation in Fourier space, which
does not need to introduce numerical di↵erentiation and generates a well-conditioned system.
Even further, the technique is simple enough to be generalized to more complicated equations,
like inelastic fibers, given by

8
>>>><

>>>>:

Xt = (I+XsXs)(�Xssss + (XsT )s)

Xs ·Xs = 1

Xss(0, L) = 0

Xsss(0, L) = 0.

(7)

By the same principle, we take three derivatives of the constrain Xs ·Xs = 1 until we get the
same number of s derivative in X.
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1 Università degli Studi di Milano, Italy
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1 Introduction

For many complex probabilistic problems involving continuous random variables, it is impossible
to find a closed-form solution. Consequently, it is necessary to approximate a given continuous
probability distribution with a discrete one. For a continuous random variableX with cumulative
distribution function F (x), one has to construct a discrete random variable X̃ defined on S =
{x1, x2, . . . , xk}, with probability mass function P (X̃ = xi) = pi, i = 1, . . . , k, ensuring that
X̃ preserves the properties of X “as much as possible”. Various discretization methods can be
employed for determining the xi and the pi, relying on di↵erent criteria [1]. The most widely
accepted criterion involves matching as many moments as possible of X. Alternatively, one can
optimally select the values xi in the sense of minimizing the expected mean squared error with
X (optimal quantization). Another approach in based on minimizing the Cramér-von Mises
distance between F (x) and the step-wise cumulative distribution function of X̃. In this work,
we will examine and compare these main methods and modifications thereof, by considering
several well-known parametric distributions (normal, exponential, etc.). Possible applications
to real problems will be finally hinted at.

2 Results and discussion

It is well-known that a k-point discrete random variable X̃, which is characterized by 2k values -
the k support points (x1, x2, . . . , xk) and the corresponding k probabilities (p1, p2, . . . , pk) - can
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preserve up to the first 2k � 1 moments of a continuous random variable X. The values of the
xi and pi which lead to the exact matching of all the first 2k � 1 moments can be obtained by
solving the corresponding non-linear system of 2k equations in the 2k unknowns:

E(X̃) =
kX

i=1

pi · xri = mr = E(Xr), r = 0, 1, . . . , 2k � 1, (1)

where mr is the r-th raw moment of the continuous random variable, and for r = 0 we have
the trivial requirement that the pi must sum up to 1. This can be done by resorting to the so-
called Gaussian quadrature procedure and solving for the roots of an orthogonal polynomial [3]
or computing the eigenvalues and first component of the orthonormalized eigenvectors of a
symmetric tridiagonal matrix [4].

Alternatively, a k-point discrete approximation can be obtained by minimizing the following loss
function, which is actually an expected mean squared distance:

LX(x1, x2, . . . , xk) =

Z 1

�1
min
i
(x� xi)

2f(x)dx.

After defining a set of k+1 thresholds as �0 = �1, �k = 1 and �i = (xi+xi+1)/2, i = 1, . . . , k�1,
the loss function above can be expressed in the form

LX(x1, x2, . . . , xk) =
kX

i=1

Z �i

�i�1

(x� xi)
2f(x)dx.

By minimizing LX with respect to the xi, one can obtain the optimal xi, called the “principal
points” [4], and the �i; the corresponding probabilities pi are obtained as pi =

R �i
�i�1

f(x)dx. This

approximation is also known as “optimal quantization” [5]. The resulting rv X̃ always preserves
the first moment, but underestimates the variance of X.

[7] suggested a slight modification to “optimal quantization”, in order to match the second
moment of the continuous distribution (along with its expectation). The optimal k-point discrete
approximation is derived as the solution to a nonlinear optimization problem and can be actually
regarded as the discrete distribution which is the closest in mean-squared-error terms to the
optimal quantizer, while preserving the first two moments. The probabilities are the same as
for optimal quantization, whereas the modified support values are given by

x⇤i =
�X
�X̃

(xi � E(X)) + E(X).

The three methods illustrated so far require the finiteness of (at least) the first two moments, a
condition which is not satisfied by many heavy-tailed distributions used in quantitative finance,
just think of stable distributions. In this case, one can perform discretization based on the
minimization of some distance between the continuous cumulative distribution function of X,
F , and the piece-wise constant cumulative distribution function of X̃, G, e.g,

d2(F,G) =

Z

R
[F (x)�G(x)]2w(x)dx,

with w(x) a (positive) weighting function. If w(x) = F 0(x) the function above reduces to Cramér-
von Mises distance, and in this latter case, then the optimal discretization assigns constant
weights pi = 1/k to the values xi = F�1(ui), with ui = (2i� 1)/(2k) [7].

We now apply the four discretization methods discussed in this section to the exponential random
distribution, which is characterized by the cumulative distribution function F (x) = 1�e��x and
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the probability density function f(x) = �e��x, x > 0, where � > 0 is the rate parameter. The
quantile function is F�1(u) = � ln(1 � u)/�, 0 < u < 1. We recall that all the positive integer
moments of the exponential distribution exist and are equal to mr = r!/�r.

Table 1 displays the support values xi and the corresponding probabilities pi for a 7-point
approximation of an exponential random variable with unit rate parameter. The last two rows
reports the expectation and the variance of the approximating random variable.

Table 1: Approximation of an exponential rv with unit parameter through k = 7 points. Leg-
end: MM=Moment Matching; OQ=Optimal Quantization; DZ=Drezner and Zerom (2016);
minCvM=minimization of Cramér-von Mises distance.

MM OQ DZ minCvM
xi pi xi pi xi pi xi pi
0.193 0.409 0.199 0.348 0.182 0.348 0.074 0.143
1.027 0.422 0.657 0.256 0.650 0.256 0.241 0.143
2.568 0.147 1.197 0.179 1.201 0.179 0.442 0.143
4.900 0.021 1.857 0.115 1.875 0.115 0.693 0.143
8.182 0.001 2.705 0.065 2.740 0.065 1.030 0.143
12.734 < 0.001 3.893 0.029 3.951 0.029 1.540 0.143
19.396 < 0.001 5.893 0.008 5.992 0.008 2.639 0.143

E(X̃) 1 E(X̃) 1 E(X̃) 1 E(X̃) 0.951
Var(X̃) 1 Var(X̃) 0.961 Var(X̃) 1 Var(X̃) 0.686

From Table 1, we can see that the di↵erent discretization techniques give rise to discrete random
variables that can sensibly di↵er: one can note, in particular, that the range of the approxima-
tion induced by moment matching is quite larger than the others, and includes two points with a
really small probability; to the contrary opposite, the discretization based on the minimization
of the Cramér-von Mises distance leads to a distribution with the narrowest range and con-
stant probabilities. Moreover, this latter approximation underestimates the first two moments,
whereas the other three methods by construction preserve the first o the first two moments.

3 Conclusions and future work

A natural application of discrete approximation of a continuous random variable is scenario
generation in stochastic programming. Here, the continuous stochastic quantity involved in
the optimization problem is substituted by a random variable sitting on a finite number of
points, the so-called “atoms” or “scenarios”. Future work will consider some typical problems in
stochastic programming, apply the di↵erent discretizations discussed in this work, and compare
the resulting solutions.
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Abstract: ”In this paper, I investigate the normal form of a family of nilpotent feed-

forward networks. This research is part of ongoing work on studying the normal form of

networks with a feedforward architecture [2]. The system I am studying is described by the

following equation:

2

664

ẋ1

ẋ2

ẋ3

ẋ4

3

775 =

2

664

0 1 "p1 "p2
0 0 "p3 "p4
0 0 0 1

0 0 0 0

3

775

2

664

x1

x2

x3

x4

3

775+

2

664

F1(x1, x2, x3, x4)

F2(x1, x2, x3, x4)

G1(x3, x4)

G2(x3, x4)

3

775 .

Here, F1, F2, G1, G2 are non-linear polynomial vector fields, and {pi | i = 1..4} represent pa-

rameters of order ✏. The methodology employed in this study is based on sl2-representation,
transvectants, and generating functions [1].
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Abstract: In the phase space of a generic dynamical system with continuous time, the

equilibrium states are isolated; in presence of continuous symmetries such states can form

continuous families. Here, a situation is presented in which dynamics of globally coupled

one-dimensional units lacks symmetries, but high-dimensional continua of equilibrium states

exist in the phase space nevertheless. Unlike equilibrium states in symmetry-related con-

tinua, here the eigenvalues of the corresponding Jacobian matrices are not shared by the

whole family, but vary along the family. As a consequence, parts of the continua of steady

states can be attracting whereas other parts can be repelling. This unusual situation is

a consequence of the modeling assumption that the same global field(s) exert(s) the same

action upon every element of the ensemble. If the overall number of elements in the ensem-

ble exceeds the number of parameters in the description of the global field, the continua of

steady states become generic. For several exemplary ensembles, we discuss geometry of the

continua of steady states as well as their stability.
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Abstract: We consider the system of ordinary differential equations arising in the theory of
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1 Introduction

Systems of the form 8
>><

>>:

x01 = f(w11x1 + . . . + w1nxn ° µ)° x1,
x02 = f(w21x1 + . . . + w2nxn ° µ)° x2,
. . . . . . . . . ,
x0n = f(wn1x1 + . . . + wnnxn ° µ)° xn

(1)

arise in mathematical modeling of gene regulatory networks, telecommunication networks and
neuronal networks ([1], [2], [3], [4]). The elements xi(t) are dependent on time, and their
evolution over time is the main object of investigation. The functions fi(z) are supposed to
be monotone, bounded and smooth. The sigmoidal functions satisfy these requirements. Most
often the function f(z) = 1

1+e°µz is used. The system (1) then takes the form

8
>>>>>><

>>>>>>:

x01 =
1

1 + e°µ1 (w11x1+w12x2+...+w1nxn°µ1)
° ∞1x1,

x02 =
1

1 + e°µ2 (w21x1+w22x2+...+w2nxn°µ2)
° ∞2x2,

...

x0n =
1

1 + e°µn (wn1x1+wn2x2+...+wnnxn°µn)
° ∞2xn

(2)

It contains multiple parameters. The values µi, µi and ∞i characterize the individual properties of
elements. The coefficients wij describe relations between two elements xi and xj . Full information
about interrelations between elements is collected in the matrix W, which in the theory of genetic
networks is called regulatory matrix. In multiple studies of the properties of solutions of system347



(1) or (2) the coefficients were constant. This makes systems autonomous and the analysis
of solutions becomes easier. On the other hand, it is easy to imagine that the character of
interrelations between elements of a network (in a model) may change in time. The activation
may be varying. What happens with solutions, trajectories and future states of a network. We
concern this problem for the two dimensional system of the form (2).

2 Results and discussion

So consider the system
8
><

>:

x01 =
1

1 + e°µ1 (w11x1+w12x2°µ1)
° ∞1x1,

x02 =
1

1 + e°µ2 (w21x1+w22x2°µ2)
° ∞2x2

(3)

with the coefficient matrix

W =
µ

w11 w12

w21 w22

∂
. (4)

Our intent is to discuss first the activation case when all entries of W are positive constants.
Then we allow the coefficients to be variable but positive. We will show that unexpected behavior
of solutions can be observed.

2.1 Activation

Let the coefficient matrix

W =
µ

1 1
1 1

∂
. (5)

Other parameters are µ1 = µ2 = 4, µi = 0.5(wi1 + wi2), i = 1, 2; ∞1 = ∞2 = 1. The elements
on the main diagonal of W say that both x1 and x2 are self-activating. The elements on the
secondary diagonal of W say that x2 activates x1 and, in turn, x1 activates x2.

The two below pictures are for the system (3) with given values of parameters.

!0.2 0.0 0.2 0.4 0.6 0.8 1.0 1.2
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Figure 1: Vector field and
nullclines.
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Figure 2: Some trajectories.

One can conclude that all trajectories tend to two attractors in the form of stable critical points
located in the upper right and lower left corners of the unit square 0 < x1 < 1, 0 < x2 < 1.
Generally similar structure of the phase plane is typical for the activation case. By activation
case is meant system (3) with positive valued coefficients wij which are constant. Due to location
of the nullclines (Figure 1) no whirling vector field is possible and no periodic or quasi-periodic
trajectories can exist.
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2.2 Variable coefficients

Consider system (3) with matrix (4) elements of which are variable and positive except finite
number of points. Let the parameters µ, µ and ∞ be as above.

2.2.1 Matrix Wss

Let

W =
µ

0.5 + 0.5 sin t 0.5 + 0.5 sin t
0.5 + 0.5 sin t 0.5 + 0.5 sin t

∂
. (6)

0.2 0.4 0.6 0.8 1.0 X1
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Figure 3: Trajectories for
system (3) with (6).
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Figure 4: Trajectories for
system (3) with (7).

2.2.2 Matrix Wsc

Let

W =
µ

0.5 + 0.5 sin t 0.5 + 0.5 sin t
0.5 + 0.5 cos t 0.5 + 0.5 sin t

∂
. (7)

Elements on the secondary diagonal oscillate now in opposite phase. The phase plane and
trajectories are depicted in Figure 4. Evidently the vector field is rotating somewhere. A quasi-
periodic solution is shown in Figure 5.

10 20 30 40 50 60

0.4

0.5

0.6

0.7

Figure 5: The solutions (x1in red, x2 in blue) of system (3) with matrix (7). The initial conditions are x1(0) = 0.25i,
x2(0) = 0.25j, i, j = 0, 1, 2, 3, 4.

3 Conclusions and Future work

Activation systems of the form (3) with constant positive valued coefficients wij cannot have
solutions of oscillatory type. This is possible however if the positive valued coefficients wij are
t-dependent.
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Removable singularities for the steady Navier-Stokes equations in dimension n � 3 are

considered. Starting from classical results by V.L. Shapiro [8] and Kim and Kozono [5]

an improved condition on the velocity field u is presented in order to show that if u is a

distributional solution in the punctured ball B \ {o} or in the punctured cone K \ {o}, then
u is a distributional solution in B or in K.
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MSC2020: 35Q30; 35D30; 76D05.

1 Introduction

Let ⌦ be a bounded open connected set of Rn
(n � 3) and consider the steady motions in ⌦ of

a viscous incompressible fluid of Reynolds number �. They are governed by the Navier–Stokes

equations [4]

�u� �u ·ru�rp = 0,

div u = 0,
(1)

where u : ⌦ ! Rn
and p : ⌦ ! R represent the velocity and pressure fields, respectively.

We are interested in the analysis of possible isolated singularities for system (1) and particularly

in the conditions assuring that they can be eventually removed. This problem continues to

arouse interest since Landau [6] found a class of singular solutions of (1) for n = 3, which are

regular everywhere except at a point (see also [11]).

The first result on removable isolated singularities for system (1) was obtained by Dyer and

Edmunds [3]. They proved that if u is a smooth solution of (1) in the punctured unit ball

B \ {o} and u, p 2 Ln+✏
(B), for some ✏ > 0, than the singularity at o can be removed. Shapiro

[8], [9] proved that the only condition on the velocity field is su�cient to remove the singularity.

Kim and Kozono [5] improved Shapiro’s result by showing that the singularity can be removed

under the hyphotesis u 2 Ln
(B).

As pointed out in [5], if we confine our attention to distributional solutions, by Shapiro’s results

[9] it follows that a condition assuring that if u is a distributional solution of (1) in B \ {o} it is

also in B is that u 2 L2n/(n�1)
(B).

We aim to improve Shapiro’s result by furnishing a weaker condition on the behaviour of u near

o allowing to remove the singularity, also in the case of punctured cones.
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Let q � 2. A weakly divergence free field u 2 Lq
�(⌦) (the subscript � in the symbol denoting a

function space stands for the free divergence condition) is a distributional solution to (1) in ⌦ if

Z

⌦

(u ·��+ �u ·r� · u) = 0, 8� 2 C1
0,�(⌦). (2)

A distributional solution u 2 W 1,q
(⌦) \ L2

(⌦) is said weak solution.

We use the following notation: o is the origin of the reference frame, BR = {x 2 Rn
: |x| =

|x� o| < R} is the ball of radius R centered at o, B = B1, TR = B2R \BR, KR = {x 2 Rn
: �x 2

KR, 8� < R} is a cone with vertex o, K = K1.

The following result holds true
1
.

Theorem

(i) If u 2 L2q
� (B) (q > 1) is a distributional solution to (1) in B \ {o} and

kuk2L2q(TR) = o(R1�n/q0
), (3)

then u is a distributional solution to (1) in B.
(ii) If u 2 L2q

� (B) (q > 1), u�  is a distributional solution to (1) in B \ {o} for every constant
vector  and

kuk2L2q(TR) = o(R�n/q0
), (4)

then u is a distributional solution to (1) in B.
(iii) If u 2 L2q

� (K) (q > 1) is a distributional solution to (1) in K \ {o}, vanishing on @K and

kuk2L2q(K2R\KR) = o(R�n/q0
), (5)

then u is a distributional solution to (1) in K.

In the following section we give a proof sketch of the theorem.

2 Proof sketch

For simplicity we confine ourselves to the proof of (i).

Let u 2 L2q
� (B) (q > 1) satisfy

Z

B

(u ·��+ �u ·r� · u) = 0, 8� 2 C1
0,�(B \ {o}). (6)

Consider a regular function w in R, vanishing in (�1, 0] and equal to 1 in [1,+1) and the

cut–o↵ function

g(r) = w

✓
r �R

R

◆
, (7)

where 0 < R < 1/2 and r = |x| ⌘ |x � o|. Observe that g = 0 in BR and g = 1 outside B2R.

Moreover rg = w0R�1er, where er = x/|x|.
Let ' 2 C1

0,�(B) and consider the following auxiliary problem in divergence form

divh = �div (g') in TR
krkhkLq(TR)  c(q)krk�1(' ·rg)kLq(TR)

(8)

1The complete proof is contained in [13]
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with k = 1, 2. Problem (8) admits a (not unique) solution h 2 W 2,q
(TR) [4].

Let consider the function � = g'+ h. Observe that � can be used as a test function in (6). So

we have

Z

B\BR

gu ·�'+ �

Z

B\BR

gu ·r' · u = �
Z

TR

�
u · '�g + 2rg ·r' · u+ u ·�h

�

� �

Z

TR

⇥
(u · ')u ·rg + u ·rh · u

⇤
.

(9)

A combination of classical inequalities, (8)2 and (3), letting R ! 0 in (9) implies that u is a

distributional solution to (1) in B.

3 Conclusions and future work

A su�cient condition to remove an isolated singularity for distributional solutions to the steady

Navier–Stokes equations in the punctured ball or cone has been presented for dimension n � 3.

On the basis of this result the aim of a future work is the analysis of the problem of existence

of singular solutions (di↵erent from Landau solutions for n = 3). This is an open problem as

pointed out in [11]. Also, following [1], we aim to investigate the problem of isolated singularities

by means of potential methods (see, [10], [12] where the elastic layer potentials have been

considered). We are also interested in the non–homogeneous case � = �(x) (see, e.g., [7], [14]
and [2]).
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Abstract: We introduce and discuss the newly proposed class of turbulence models, Large
Eddy Simulation with Correction (LES-C). These models improve the e�ciency of existing
LES models by reducing the modeling error, as well as the temporal discretization error. The
improved accuracy is achieved by the defect correction procedure, where the original LES
turbulence model is viewed as a “defect” approximation of the quantities of interest, and
the whole model is then “corrected” via an algorithm proposed by the author. The problem
is solved twice, on the same spacial mesh, using several cores for an e↵ective parallelized
implementation. We will present some of the recent results in validation and development
of the LES-C models, including the fluid-fluid interaction problem with nonlinear coupling,
aiming at the atmosphere-ocean applications. We will also discuss some new findings, that
have not been published yet: a three-step LES-C model, where the second correction step
is introduced to further improve the solution quality.

keywords: turbulence modeling; large eddy simulation with correction; fluid-fluid interac-
tion.
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1 Introduction

Turbulent fluid flows are ubiquitous in nature, including atmospheric and ocean currents, flows
through turbines and pipes, air flows past a moving car or plane, blood flow in arteries, etc.
Accurate prediction of turbulent flows is important and sometimes crucial for human life; yet,
the complexity of these flows makes the direct numerical simulation prohibitively expensive (now
and in the foreseeable future). Thus, the only viable approach to studying turbulence flows is
through modeling. There exist so many turbulence models that, clearly, no one model/approach
can be viewed as the ultimate success. Herein, we propose to further improve, validate and
better understand the strengths and weaknesses of the method, proposed by the PI in 2020, [1];
the method improves the e�ciency of the existing popular turbulence models, by reducing the
modeling errors and the time discretization errors.

The k-step (k � 2) defect correction method, applied to turbulence modeling, seeks k consecutive
approximation pairs (wi, qi), i = 1, ..., k of the Quantity of Interest (QoI). The QoI could be
the velocity-pressure pair (u, p), the pair of spatially filtered velocity ū and pressure p, or any
other pair of functions (h(u), g(p)). If a turbulence model (TM) is chosen from the Large Eddy
Simulation (LES) family of models, then a LES-C (Large Eddy Simulation with Correction,
“Lessi”) model is obtained via the following procedure.
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Algorithm 1 Turbulence Modeling with Correction.

1. If needed, rewrite the NSE system so that the velocity-pressure pair (u, p) is transformed into

the QoI pair (h(u), g(p)):

N̂SE(QoI) = 0.

2. Using the turbulence model (TM), find the defect step approximation of the QoI:

TM(w1, q1) = 0.

3. The correction steps provide a more accurate approximation of the QoI, via

TM(wi, qi) = TM(wi�1, qi�1)� N̂SE(wi�1, qi�1), i = 2, ..., k.

2 Results and discussion

The author, along with his current and former PhD students, are in the process of testing a
three-step LES-C procedure (with two correction steps) in various settings, including the fluid-
fluid interactions and MHD. Below is the test of Flow Past a Step - a well-known benchmark
problem, where eddies form behind a step, then shed and travel to the right. The known
LES model Leray-↵, is followed by the two corresponding correction steps of Algorithm 1 to
form Leray-↵-C1 and Leray-↵-C2. These three solutions of the Leray-↵-C turbulence model are
plotted in Figures 2 - 4. These should be compared to the true solution in Figure 1, computed
via direct numerical simulation at a finer mesh, with smaller time step. The second correction
in the three-step LES-C model gives a better prediction of the position of the traveling vortex,
further improving the result of the two-step LES-C.

Figure 1: Filtered True Velocity, Ndofs = 33, 820

Fluid-Fluid Interaction. Next, consider the two-dimensional spatial domain ⌦, comprised of two
subdomains ⌦1 and ⌦2, coupled across an interface I.

The fluid-fluid interaction problem, introduced below, could be viewed as the important first
step in studying turbulent atmosphere-ocean problems. The nonlinear coupling equation, known
as the rigid lid condition, allows for the exchange of energies between the subdomains, while
having the global energy of the system conserved. This extra nonlinearity poses substantial
di�culties in both the numerical analysis of the problem, and in formulating the turbulence
models.

The problem for the velocity-pressure pair (u, p) reads: given ⌫i > 0, fi : [0, T ] ! H
1(⌦i)d, ui(0) 2

H
1(⌦i)d and  2 R, find (for i = 1, 2) ui : ⌦i ⇥ [0, T ] ! Rd

and pi : ⌦i ⇥ [0, T ] ! R satisfying
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Figure 2: Leray-↵ model (Defect Step), Ndofs = 8, 897

Figure 3: Leray-↵-C model, First Correction Step, Ndofs = 8, 897

(for 0 < t  T )

ui,t = ⌫i�ui � ui ·rui �rpi + fi, in ⌦i, (1)

�⌫in̂i ·rui · ⌧ = |ui � uj |(ui � uj) · ⌧, on I, i, j = 1, 2 , i 6= j , (2)

ui · n̂i = 0 on I, i = 1, 2 (3)

r · ui = 0, in ⌦i (4)

ui(x, 0) = u
0
i (x), in ⌦i, (5)

ui = 0, on �i = @⌦i \ I. (6)

The vectors n̂i are the unit normals on @⌦i, and ⌧ is any vector such that ⌧ · n̂i = 0. The
parameters ⌫i represent kinematic viscosities. We include generic body forces fi, for generality.

The models NS-! and NS-!-C were first compared in a setting, where a circular object was flying
at high speed in the air, very close to the still water surface. The energy exchange between the
domains can a↵ect the formation of the vortex street; also, the energy of the air flow creates
coherent structures in the ocean domain. Figure 5 shows that the NS-!-C correctly depicts the
motion in both domains, while the NS-! solution fails to capture any of the structures in the
water.
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Figure 4: Leray-↵-C model, Second Correction Step, Ndofs = 8, 897

NS-!

NS-!-C

Figure 5: Velocity magnitudes for NS-! and NS-!-C for Re = 1, 000.
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Abstract: In this study, we address the famous Collatz conjecture, which reminded us of
Philip Glass’s musical style. After a brief review of the mechanism of calculating the sequence
in the conjecture, we directly focus on two objectives: o↵ering the practical numerical
operation of the conjecture on a public web page of ours; and, in another web page, seeking
a relation of the number of steps in the sequence as a function of the initial values, n, of
the sequence, in a long range of values of n. Moreover, we make it possible to use other
conjecture parameters, instead of the classical “3, 1, 2”. Other web pages to run the Collatz
conjecture seemed unclear or unfriendly, motivating our study. The relation mentioned was
accomplished, to good agreement, by a Gamma probability density function. Web-based
computing is a way both to make computation accessible and usable, and to promote the
desirable academia-industry interchange.
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1 Introduction

In 1937, the German mathematician Lothar Collatz (1910–1990) revealed his subsequently
famous conjecture, described simply in Eq. (1): with n an arbitrary positive integer, repeat

8
<

:

n := 3n+ 1 if n is odd

n :=
n

2
if n is even

(1)

(with attributive ‘:=’). This repetitive, “obstinate” structure or algorithm leads always —as
far as is known— to a single final result: n = 1. Once, Paul Erdős gravely said ([1]) on the
conjecture (verified numerically till ⇠1018) that Mathematics is not ready to confirm it.

Two decades after the advent of the conjecture, in 1975, the American composer and pianist
Philip Glass finished an opera entitled “Einstein on the Beach”. We find relationships between
both authors, besides the fact that the musician was born in 1937, the same year the math-
ematician presented his conjecture: more important is Glass’s obstinate style, leading to his
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Figure 1: First two staves of Glass’s Étude No. 6.

characteristic musical e↵ects. The minimalist, “ostinato”1 structure in his style is well repre-
sented, e.g., in his Étude No. 6, for piano, of which the two initial staves are shown in Fig. 1.
Remark, even in this short excerpt, a segment itself to be repeated (meaning of the starting and
ending “:”) from the “2” (in a square) till the end.

For the numerical mechanism of the conjecture, some examples (skipping the first, trivial n =
1, 2) can be the following (where 10 = 3⇥ 3+ 1), with more striking sequences in Section 2.

n = 3: 10 5 16 8 4 2 1; n = 5: 16 8 4 2 1

Our two objectives in this study are made operational for free use as per these reference links:

Ref.s: [4], [5].

The 1.st permits to run the conjecture to generate the sequence from n, allowing even to change
the multiplier, addend, and divisor (respectively, ‘Mult’, ‘Add’, ‘Div’ in the plots), from 3, 1, 2.
The 2.nd adjusts a function to estimate the number of steps in the sequence as a function of n
in a long range of n’s. The web pages reside at the University computing Centre (CIIST, [8]).

It would be implausible to miss texts and web pages on the “Collatz conjecture”, for which
Google gives 500 000 results. We just mention a few references, since either they did contain no
computing or it was not visible (best first): [10], [2], [3], [12], [11], [9]. Many web pages explain
the theme, e.g., in universities, but the said scarcity led us to build our own, hopefully more
practical. Our use of the Internet as a computing medium has been consistent (e.g., [6], [7]),
whereas the general technical articles have circumvented this means to let us verify and use their
results and methods.

In the following: Section 2 shows the use of the conjecture, and a further characterization for a
range of initial values; and Section 3 synthesizes some of the acquirements and recommendations.

2 Results and discussion

Several Collatz sequences are now shown through the use of the constructed web page [4], and,
in the end, through [5], to obtain a relation of the number of steps, S, as a function of n.

For n = 7, 16 steps are necessary, as in Fig. 2 (left), a relatively long sequence for a small n,
and (right) for n = 15, with 17 steps. For n = 2024, Fig. 3 shows 112 steps, (left) original, and
(right) “reduced”, with the y-axis limited to 2000 for better visibility of the final points.
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Figure 2: Collatz sequences for (left) n = 7, with 16 steps, and (right) n = 15, with 17 steps.

Figure 3: Collatz sequence for n = 2024, with 112 steps, (left) original, and (right) “reduced”.

A function to relate the initial n for the conjecture with the number of steps till the end, S,
was sought. A good agreement (after abandoning an inadequate fit with a Poisson distribution)
was obtained with a Gamma density with ↵ = 5.57 and � = 23.5 (approx.) or µ = 131 and
� = 3087, visible in Fig. 4. The programming was in Python, and, for the adjustment through
simple least-squares, a segment in Fortran was used for speed.

Figure 4: Collatz sequence “sweep” for 2  n  106, with adjusted Gamma ‘pdf’.

3 Conclusions and Future work

We briefly reviewed the famous Collatz conjecture (suggestive of Glass’s music style) and, more
importantly, present its computation on a dedicated web page of ours. There, maintaining the
conjecture’s structure, the user can also try other values of the multiplicand, addend and divisor,
which are, respectively, 3, 1, and 2 in the original setting. We sought websites for these matters,
but found none remarkable, among numerous explanatory web pages. We also constructed a
relation between the starting n and the number of steps till end, S, in a long range of consecutive
values of n, finding a satisfactory function, a Gamma probability density. We recommend the

1
“Ostinato”, Italian musical term for “obstinate” play, indicates a persistent repetition of a phrase, with little

or no alterations.
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Internet as a computing medium, for this and many other scientific problems, a medium that
we will keep using, and is still scarcely active in the scientific literature.
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[8] CIIST, “Centro de Informática do IST” (Informatics Centre of IST),
https://si.tecnico.ulisboa.pt/en/, accessed 15-Jan-2024.

[9] Gründsatzlich Informatie Technologie, “Collatz Calculator”,
https://www.grundsatzlich-it.nl/collatz.html, accessed 15-Jan-2024.

[10] Lagarias, J. C. (2011), “The Ultimate Challenge: the 3x+1 Problem”, AMS, RI (USA).

[11] Notre Dame University, “Challenge 05: Collatz Conjecture”, https://www3.nd.edu/

~pbui/teaching/cse.30872.fa22/challenge05.html, accessed 15-Jan-2024.

[12] Wolfram Alpha, “collatz conjecture”,
https://www.wolframalpha.com/input/?i=collatz+conjecture, accessed 15-Jan-2024.

4 362

https://doi.org/10.54499/UIDB/04561/2020%20
https://blogs.ams.org/mathgradblog/2013/08/01/collatz-conjecture/
http://web.tecnico.ulisboa.pt/~mcasquilho/compute/ICMASC_24/Collatz/P-Collatz.php
http://web.tecnico.ulisboa.pt/~mcasquilho/compute/ICMASC_24/Collatz/P-Collatz.php
http://web.tecnico.ulisboa.pt/~mcasquilho/compute/ICMASC_24/sweep/P-sweep.php
http://web.tecnico.ulisboa.pt/~mcasquilho/compute/ICMASC_24/sweep/P-sweep.php
https://doi.org/10.1515/mcma-2022-2118
https://si.tecnico.ulisboa.pt/en/
https://www.grundsatzlich-it.nl/collatz.html
https://www3.nd.edu/~pbui/teaching/cse.30872.fa22/challenge05.html
https://www3.nd.edu/~pbui/teaching/cse.30872.fa22/challenge05.html
https://www.wolframalpha.com/input/?i=collatz+conjecture
Jorge Mendonça



International Conference onMathematicalAnalysis andApplications in Science andEngineering

ICMA2SC’24

ISEP Porto-Portugal, June 20 - 22, 2024

Discrete-Time Octonion Orbital Dynamics in a

Recurrent Frenet Frame with Symmetries

Bernd Binder1?

1 Quanics, 89182 Bernstadt, Germany

1?bernd@binders.de

Abstract: Following a minimalist approach to establish a discrete-time co-moving Frenet
frame, we propose an autonomous di↵erence equation system given by Xi = Xi�2 +Xi�1 ⇥
fi (Xi�1, Xi�2, Xi�3) 2 R3 or 2 R7 based on three former position vectors Xi�1, Xi�2, Xi�3,
with Xi�1 �Xi�3 orthogonal to Xi�2. We recurrently determine both, the orthogonal co-
moving components (normal, tangential, binormal) and dynamics of a discrete Frenet frame
with non-zero torsion and curvature parameter. Symmetries are given by the invariant
Xi ·Xi�1 and reflection sign flip operations at every memorizing step. The necessary cross
and dot vector product (split-)algebra is encoded in variable multiplication tables in 3d
(quaternion) and 7d (octonion). We discuss solutions showing orbital waves with spin and
characteristic non-linear modal transitions.

keywords: Frenet; Octonion; Quaternion.

MSC2020: 60-J74; 57-R25; 35-A04.

1 Introduction

Recently we pointed to symmetries in a discrete-time delay autonomous di↵erence equation
system using a normed cross product algebra. By reflection we could generated two opposite
“charged” mirror density pairs showing interaction and non-linear but stable spin dynamics on
curved surfaces [1, 2, 3]. Initially, we started with computer experiments in two dimensions or
on spherical surfaces [1] producing some chaotic and regular pattern by discrete-time Rotation-
Translation-Reflection chaotic algorithms inspired by [4]. It became clear, how symmetry and
regular non-linear flow-type structures can arise out of a time-discrete chaotic dynamics. As
the central concept of this work, the change of the actual position will be given by the three
position memory terms Xi�1, Xi�2, Xi�3 recurrently. These three points will also be used to
define the normal, tangential, and binormal components of the co-moving Frenet frame. So
both, the orthogonal frame and the change of the frame are represented by the three former
position vectors. The simulation software part of the presentation shows the fading vector
“jump” density in real-time, where the curvature and torsion parameters and initial conditions
can be changed, saved, and recovered.
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2 Results and discussion

The following multidimensional, recurrent, autonomous, and discrete-time delay di↵erence equa-
tion including reflection was initially presented in [3]

Xi = Xi�2 �Xi�1 ⇥ fi (Xi�1, Xi�2, Xi�3) 2 R3 or 2 R7, (1)

where the reflection sign flip operations at every step are given by

Xi�3 = �Xi�2, Xi�2 = �Xi�1, Xi�1 = �Xi. (2)

The resulting density pattern show a lot of orbital spin and wave dynamics with symmetries.
According to Noethers Theorem, symmetry exhibits an observable quantity that is conserved.
Reflection in Eq.(2) as a permanent sign-flip shows long range jumps between spatial separated
co-orbiting mirror-image density pattern. It provides for a kind of pattern-antipattern symmetry,
see Fig.1 and 2, which are two spatially separated counter sets appearing as even/odd tuples
(even/odd index i) [1] defining opposite “charge” sets based on the alternating “jumps”. Since
the cross product Xi�1 ⇥ fi equal to the tangential di↵erence Xi �Xi�2 in Eq.(1) is orthogonal
to the intermediate point Xi�1 located on the other side of the center, we have the invariant C

(Xi�2 �Xi) ·Xi�1 = 0, C = Xi ·Xi�1 = Xi�1 ·Xi�2 = ..., (3)

where C = � |Xi| |Xi�1| cos (si � si�1) and si � si�1 is the rotation angle. This way we already
found very interesting conditions showing orbital wave function mirror pairs with eigenstates,
where we could stimulate spin-transitions and a lot of non-linear dynamics like decays or spon-
taneous phase changes showing hysteresis and pairing e↵ects.

Figure 1: Type 2 octonion connected pair group, acting in 7d with more than 3 modes excited
(orbital modes and some radial “nipples”). The orbital modes are point symmetric, the nipples
not, constant C = 1.

A co-moving frame can provide for kinematic properties like local orientation, velocity, accel-
eration, curvature, and torsion along the arc. Regarding the discrete change of the frame, in
a limit cycle which is closed after m steps, the angular change or arc length di↵erence after
one loop is infinitesimally small with arbitrary slow rotation si�m � si and can go to zero
" = |Xi �Xi±m| ! 0. In this case the fixed point drift is arbitrary smooth and can be a dif-
ferential �si,m = si�m � si ! dsi,m. To get the geometric properties of the curves itself, the
discrete Frenet-Serret formulas Hu[5], Konno[6] provide for an standard model of orthogonal
frame vectors given by the so-called tangent Ti, normal Ni, and binormal Bi unit vectors in
terms of each other.

First we note, that in osculating symmetry the normal vector Ni points to the center of motion
Ni = �Xi/|Xi|, which means that the coordinate center is equal to the reflection center and
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Figure 2: A type 1 quaternion limit cy-
cle “hosted” in an octonian. The cycle
has m = 470 points, ⌧ ⇡ 0.01264,  ⇡
0.09656, C = ↵ = 1.

Figure 3: A type 2 split-octonion orbital
wave. 3 out of 7 dimension are projected
into 2d.

the normal vector is anti-parallel to the position vector. The change in the normal component
after a closed loop with m steps and infinitesimal position change can be directly related to the
continuous Frenet-Serret formula

Ni�m �Ni

si�m � si
=

�Ni,m

�si,m
! dNi,m

dsi,m
= ⌧i,m Bi,m � i,m Ti,m , (4)

where i,m is the curvature and ⌧i,m the torsion parameter in discrete time on a closed loop.
Since Bi,m and Ti,m must be both orthogonal to Ni,m, the central requirement of orthogonal
change in the Frenet continuous case can be written as

dNi,m

dsi,m
·Ni,m = 0. (5)

In our approach this orthogonal change can be represented by the three actual vectors, where
we have in circular osculating symmetry on both sides (even/odd index) |Xi| = |Xi�2|. This
means, after two steps m = 2 the orthogonal reflection change is with Eq.(3) given by

�Ni,2

�si,2
·Ni�1 = 0. (6)

With this orthogonal frame and orthogonal evolution set we found two Frenet types of vector
functions fi showing some interesting dynamics in 3d and 7d.

2.1 Type 1 recurrent Frenet unit frame function

Our fi type 1 is based on the standard discrete Frenet frame apparatus and the three basic
orthogonal terms. Similar to the standard Frenet frame, the binormal and tangential unit frame
vectors for the first type 1 are given by

Bi = c�1
B Xi�1 ⇥Xi�2, Ti = c�1

T Xi�1 ⇥Xi�3, (7)
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which are normalized by cB and cT

cB = |Xi�1 ⇥Xi�2| , cT = |Xi�1 ⇥Xi�3| . (8)

With these orthogonal memory terms we have the type 1 function with the Frenet type curvature
and torsion parameter

fi (Xi�1, Xi�2, Xi�3) = ↵i
⇥
Xi�2c

�1
B ⌧i�1 �Xi�3c

�1
T i�1

⇤
. (9)

2.2 Type 2 recurrent Frenet power-law frame vector function

In our computer experiments we have been looking for variants of fi in the three-memory term
Frenet concept and found the fi type 2 as a modification containing no unit vector normalization
terms, but power-law distance dependent terms

fi (Xi�1, Xi�2, Xi�3) = ↵i


c1

Xi�2

|Xi�2 �Xi�1|p1
+ c2

Xi�3

|Xi�3 �Xi�1|p2

�
. (10)

Note, that a power-law distance dependence was also part of [4]. Now we have two power-law
dependent torsion and curvature terms part of fi type 2

⌧i�1 =
c1cB

|Xi�2 �Xi�1|p1
,i�1 =

c2cT
|Xi�3 �Xi�1|p2

. (11)

Default values for the exponents are p1 = p2 = 1, where we have a scale-invariant vector function.

2.3 Quarternion and (split-)Octonion algebra

The cross operations are important for generating the tangential, normal, and binormal parts of
a co-moving Frenet frame. The cross product is usually defined by the algebra of pure imaginary
(split-)quaternions in 3d part of (split-)octonions in 7d, where the algebra is encoded in matrix
multiplication tables. The standard cross products of normed division and split-algebras can
exist in Rn if and only if n = 0, 1, 3 or 7, see [7]. This means we will operate our discrete space
vector Xi 2 R3 or 2 R7 and apply in both algebras the cross product leading to orthogonal
vectors. The 7d cross product has the same relationship to the 8d (split-)octonions O as the
3d cross product does to the 4d (split-)quaternions H. The (split-)octonions correspond to the
largest of the four normed algebras and are like the (split-)quarternions a division algebra over
the real numbers, a kind of hypercomplex number system. As usual, the cross operations in
7d will be carried out by variable multiplication tables that can be choosen by the simulation
software.

3 Conclusions and Future work

The two step change from Xi�2 to Xi orthogonal to last value Xi�1 in Eq.(1) provides for a
symmetry invariant and suggests according to Eq.(3) - Eq.(6) to change the frame recurrently
by the curvature and torsion parts in the sense of Frenet-Serret.

Bringing the quaternion and (split-)octonion system to life by algebras supporting vector dot
and cross products delivering orthogonal vector shifts in a time-discrete co-moving recurrent
frame, we have found two related vector Frenet-Serret type functions driving the frame path
recurrently. These two functions take as an input the three last vectors from the past not located
on one straight line to establish the three orthogonal frame vectors of normal, tangential, and
binormal components with a normed algebra. Computer simulations confirm that we can extend
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the basic recurrent nonlinear algebraic system from R3 to R7. The two main symmetries are
given by the reflection mirror symmetry, see Fig.1 and 2, and the invariant C. Split-octonions
often show a very rich dynamics with a lot of torsion, see Fig.3, where di↵erent frequencies can
be observed, like a slow wave or orbit in some dimensions superimposed by a fast vibration or
orbit in other dimension pairs. In this context it should be noted, that we can also use a 3d
quaternion sub-algebra of the 7d algebra for quaternion frames, where the other 4 dimensions
are zero. Geometric shifts induced by parallel transport can be related to the surface curvature
and torsion, where extra angles or angular shifts are responsible for pattern generation. Building
this way complex structures, modular arithmetic gives the extra angles and geometric shifts on
closed, discrete, and curved paths. This relation is still open.

The recurrent operations approach could be interesting in all fields the algebras already have
been applied, which are Cli↵ord algebras and spinors, projective geometry with Hopf fibrations
and Lorentzian geometry, Jordan algebras, and the exceptional Lie groups - and there are many
applications in quantum physics, relativity, and supersymmetry. Since relativistic quantum
physics (Dirac) can be formulated by this algebra [8, 9], and the Frenet frame approach directly
shows the geometric role of torsion and curvature in the context of electromagnetism, we could
try to link to quantum and relativistic physics and eventually identify some interesting real
existing orbital wave solutions that could be relevant in this context. The concept of long-range
reflection jumps introduces a kind of non-locality, which is important in the context of quantum
physics. Curvature and torsion properties have already be related to electromagnetic fields.

We also see atomic-types eigenstates with a core, instability, hysteresis, and transition to chaos.
Very interesting in this context are the stimulations, transitions, and relations between di↵erent
modes, like orbital and radial modes. The spin anomaly found in the context of a radial mode
excitation threshold with hysteresis could be a good starting point (to be published).

In future works we will consider not only one isolated system with one algebra, we will apply
di↵erent algebras parallel, where we can modify, couple or split algebras in variable multiplication
tables. But this approach requires more understanding and improvement of the simulation
methods. There are still a lot of interesting open points, some of which will be clarified sooner
or later. Videos from simulations can be found on the internet with the tag #DACOP.
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1 Introduction  

       The goal of this paper is to present some results about the spectra of weighted isometrical 
endomorphisms of uniform algebras. These results extend and complement the previous results 
of the authors in [1] and [2]. 
      The first of our main results, Theorem 1, states that the upper semi-Fredholm spectrum of an 
isometrical weighted automorphism coincides with its approximate spectrum.  
     Theorem 2 states that the spectrum of a weighted isometrical isomorphism of an analytic 
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(see Definition 1) unital uniform algebra is a rotation invariant connected subset of the complex 
plane.   
         We conclude the paper with the partial description of essential spectra of weighted 
automorphisms of the disc-algebra, thus complementing the results of H. Kamowitz, who 
described the spectrum of these operators in [3]. 
 
       Throughout the paper we use the following notations. 

A is a unital uniform algebra. 
A∂ is the Shilov boundary of A . 
( )C K  is the space of all complex-valued continuous functions on a Hausdorff compact space K . 

N is the set of all positive integers. 
C is the field of all complex numbers. All linear spaces are considered over the field C . 
T is the unit circle, U is the open unit disc, D  is the closed unit disc. 
Let :T X X→  be a bounded linear operator on a Banach space X . 

( )Tσ  is the spectrum of T . 

. . ( )a p Tσ  is the approximate point spectrum of T , i.e. 

. . ( ) { : ,|| || 1, 0}a p n n n nT x X x Tx xσ λ λ= ∈ ∃ ∈ = − →C . 
Recall that a continuous linear operator on a Banach space X is called upper semi-Fredholm 

(respectively, lower semi-Fredholm) if its image ( )R T is closed in X and dim kerT < ∞
(respectively, codim ( )R T < ∞ ). 

( )usf Tσ  is the upper semi-Fredholm spectrum of T , i.e. 
( ) { :  is not upper semi-Fredholm}usf T I Tσ λ λ= ∈ −C . 
( )lsf Tσ  is the lower semi-Fredholm spectrum of T , i.e. 
( ) { :  is not lower semi-Fredholm}lsf T I Tσ λ λ= ∈ −C . 
( ) ( ) ( )sf usf lsfT T Tσ σ σ= ∩  is the semi-Fredholm spectrum of T . 
( ) ( ) ( )f usf lsfT T Tσ σ σ= ∪  is the Fredholm spectrum of T . 

Let A be a unital uniform algebra and U be an isometric isomorphism of A . Let ϕ  be the 
corresponding map of the space of maximal ideals of A into itself. Then, ( )A Aϕ ∂ = ∂ . We will 
denote the endomorphism U as Tϕ . 

 

2 Results and discussion 
 
Theorem 1. Let A be a unital uniform algebra, Tϕ  be an isometric endomorphism of A  
and let w A∈ . Assume that A∂  has no isolated points and that ϕ  is an open map of A∂  
onto itself. Then, 
 . . . .( ) ( ) ( , ( )).usf a p a pT T T C Aσ σ σ= = ∂  

 
Definition1. A unital uniform algebra A is called analytic if for any nonempty subset U of A∂ and 
any a A∈ we have | 0 0a U a≡ ⇒ = . 
 
Theorem 2. Let A be a unital analytic uniform algebra, Tϕ  be an isometric endomorphism 
of A  and let w A∈ . Assume that ϕ  is an open map of A∂  onto itself and that ,nT I nϕ ≠ ∈N . 
Then, ( )Tσ  and ( )usf Tσ  are rotation invariant subsets of C . 
Moreover, the set ( )Tσ  is connected.  
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The next three propositions provide information about the essential spectra of weighted 
automorphisms of the disc algebra A  : the algebra of all functions analytic in U and continuous in D . 
For the sake of brevity, we will consider below only the case when the weight w is invertible in A . 
Thus, we assume that T wTϕ= is an invertible weighted automorphism of A . 
 
Proposition 1. If ϕ is an elliptic (nonperiodic) Möbius transformation, ω is the fixed point of ϕ in  
U , and 1( ) ( ) ( )nw z z w zω= − , where 0n ≥ and 1( ) 0w ω ≠ . Then, 
 1( ) ( ) ( )sf T T wσ σ ω= = T . 

 

Proposition 2. If ϕ is a parabolic Möbius transformation and ω is the fixed point of ϕ in T . Then, 
( ) ( ) ( )sf T T wσ σ ω= = T  

 

Proposition 3. Let ϕ be a hyperbolic Möbius transformation and 1 2,ω ω be the fixed points of ϕ in 
 T . Assume that 1ω is the attracting point of ϕ .  

1. If 1 2| ( ) | | ( ) |w wω ω≤ , then  
 1 2( ) ( ) { : | ( ) | | | | ( ) |}lsfT T w wσ σ λ ω λ ω= = ∈ ≤ ≤C , 

1 2( ) ( ) ( )usf T w wσ ω ω= ∪T T . 
2. If 1 2| ( ) | | ( ) |w wω ω≥ , then  

 2 1( ) ( ) { : | ( ) | | | | ( ) |}usfT T w wσ σ λ ω λ ω= = ∈ ≤ ≤C , 

1 2( ) ( ) ( )lsf T w wσ ω ω⊇ ∪T T . 

 

Remark.  The authors will provide the proofs of the results stated above and considerably more 
details about the spectra of weighted automorphisms of the disc algebra and the polydisc algebras 
(including the case of a noninvertible weight w ) in future publications. 
 
3 Conclusions and Future work 

 
To illustrate on the one hand the usefulness and on the other hand the shortcomings of the results 
stated in the current paper we invite the reader to look together with us at the following example. 
 
Let ( ) ( ) ( ( )), ,Tf z w z f B z z f= ∈ ∈D A , where A is the disc algebra and B is a finite Blaschke 
product containing at least two Möbius factors. 
 
The theorems 1 and 2 guarantee that ( )Tσ  is connected and rotation invariant and that ( )usf Tσ is also 
rotation invariant. But, with the exception of some special examples, we cannot provide any effective 
way to compute the spectral radius of T , even less, to provide an exact description of the sets ( )usf Tσ
and ( )lsf Tσ .  
 
We hope that either our future work will provide some progress, or that the problems outline here will 
attract the attention of other researchers. 
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Abstract: In this study, we present weighted Newton-type inequalities for di↵erent classes of
functions using Riemann-Liouville fractional integrals. We start by using a positive weighted
function to show an essential integral equality needed to establish the main results. By uti-
lizing this equality and Riemann-Liouville fractional integrals, we prove several weighted
Newton-type inequalities for di↵erent function classes, including di↵erentiable convex func-
tions, bounded functions, Lipschitzian functions, and functions of bounded variation. The
results provide insights into the implications of Newton-type inequalities and suggest poten-
tial avenues for future research.
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1 Introduction

In this paper, we study the problem of reconstructing the linear, continuous stochastic process
X : H ! L2 (⌦,A,P) with covariance operator RX from (noisy) values of

Y
� = F (X) + �W

F (X) : H ! L2 (⌦,A,P), F (X)(') = X(F ⇤(')), 8' 2 H

where W : H ! L2 (⌦,A,P) is white noise independent from X. The best linear estimate of X
is a well-posed problem in this setting ([1, 2]).
We introduce and characterize the Hilbert space processes in Hilbert scales (s-HSP) in the
following and we study linear statistical inverse problems for s-HSP on Hilbert scales for a
linear, bounded, compact operator F : H ! H and a separable Hilbert space H.

2 Results and discussion

We recall first the definition of Hilbert scales.

Definition 2.1 Consider an operator L : D(L) ! H unbounded, selfadjoint, strictly positive,

D(L) ⇢ H dense over the separable Hilbert space H. Then, we define the Hilbert space Hs :=
D(Ls), s � 0, H0 = H with the norm

hx, yis := hL
s
x, L

s
yiH , x, y 2 Hs

For s < 0 we define Hs as completion of H under the norm kxks :=< x, x >
1/2
s . (Hs)s2R is the

Hilbert scale induced by L.
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A new class of smo0thness for generalized stochastic processes is introduced in the next definition
starting from [3].

Definition 2.2 Let (Hs)s2R be a Hilbert scale defined as before and L2 (⌦,A,P) be the Hilbert

space of mean-square integrable random variables on the probability space (⌦,A,P).
A random element Xs : Hs ! L2 (⌦,A,P) is a s-Hilbert space process (s-HSP) if it is linear

and continuous in the mean square sense with respect to the Hs�topology for any s 2 R.

Definition 2.3 The minimum Hilbert scale singularity order u (or the maximum Hilbert scale

regularity order �u) is the minimum Hilbert scale order s for which a Hilbert space process is a

s-HSP.

The existence of an extension of a stochstic process to a u�HSP can be proved.

Lemma 1 For any X : M ! L2 (⌦,A,P) linear and continuous where M = \k�0Hk dense in

H0 there exists Xu : Hu ! L2 (⌦,A,P) a u�HSP version of X.

We assume that our process has a continuous, linear covariance operator defined implicitely as
beneath.

Definition 2.4 The covariance operator Rs : Hs ! H�s of the s-HSP Xs is defined as <

(Rs')⇤,� >Xs= E(Xs(')Xs(�)), 8',� 2 Hs,

The theoretical results are based on the following spaces of random variables.

Definition 2.5 The Hilbert space of random variables associated with Xs, K(Xs) is the closed

span with respect to the mean-square norm of the subspace {Xs(') : ' 2 Hs} in L2 (⌦,A,P).

Definition 2.6 The reproducing kernel Hilbert space (RKHS) K (Xs) of Xs is the space of func-

tions u 2 H�s such that for a certain Y 2 K(Xs), u(') = E(Y Xs('))8' 2 Hs.

The inner product is defined as < u, v >K(Xs)= EY Z with Y, Z are the random variables from

the definition of K (Xs).

Moreover, the existence of an s� dual stochastic process proves to be crucial.

Definition 2.7 The s-HSP X
0
s : H�s ! L2 (⌦,A,P) is the s-dual of Xs if

K(Xs) = K(X 0

s)

< Xs('),X
0

s(�) >K(Xs) =< ',�0
>Hs

8' 2 Hs,� 2 H�s, �0
is the dual of � in the Hs topology.

K(X 0
s) is the Hilbert space of associated random variables with X

0
s and K(X 0

s) is the RKHS of

the s-HSP X
0
s.

The first theoretical result regarding the characterization of the existence of the an s�dual
process is based on the Assumption 1: There are c, C > 0 such that 8' 2 H

ck'k�2s  kRX'kH  Ck'k�2s.

Theorem 2.1 Xs and X
0
s are s-dual (relative to Hs) and have minimum singularity s i↵ As-

sumption 1 holds.
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Our inverse problem in this setting becomes to reconstruct the s-HSP Xs : Hs ! L2 (⌦,A,P)
from (noisy) values of

Y
�

q = F (Xs) + �Wq

F (Xs) : Hq ! L2 (⌦,A,P) q-HSP, F (Xs)(') = Xs(F ⇤(')), 8' 2 H�q

where Wq : Hq ! L2 (⌦,A,P) is white noise on Hq i.e. RWq = IHq .
The best linear estimate of Xs is now given with the help of the linear, continuous operator
S : Hq ! Hs such that X̂s = SY

�
q minimizes the mean square error E(';S,�) = E(| <

Xs � SY
�
q ,' >q |

2)8' 2 H�q

Finally, it holds that

Theorem 2.2 i)If Xs and F (Xs) have order of duality s respectively q > s then there exists a

unique solution for the linear statistical inverse problem for s-HSP with exact data F (Xs) given
by S

⇤(�) = RF (Xs)R
⇤

XsF (Xs)
(�), 8� 2 H�q.

ii) If Xs and and the noisy data Y
�
q have order of duality s respectively q > s then there

exists a unique solution for the linear statistical inverse problem for s-HSP with noisy data

S
⇤(�) = RY �

q
R

⇤

XsY
�
q
(�), 8� 2 H�q.

In these cases, the solution is stable w.r.t. the considered Hilbert scales topologies.

3 Conclusions and Future work

We defined and characterized new classes of generalized stochastic processes and characterized
the solution of a statistical inverse problem in this framework. The knowledge of the covariance
operator is required and it would be a great improvement to overcome this assumption in the
future.
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1 Introduction 
 
 The spectrum of weighted automorphisms of the disc algebra was described by Kamowitz in 

[1]. In [2] the first named author obtained a full description of the spectrum of weighted 
automorphisms of unital uniform algebras. The paper [3] contains a description of essential 
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spectra of weighted automorphisms of ( )C K . In [4] the authors obtained some general results 
about the spectrum and essential spectra of weighted isometrical endomorphisms of uniform 
algebras. The goal of the current paper is to apply the results obtained in [2 - 4] to the problem 
of describing essential spectra of weighted automorphisms of the polydisc algebra nA .        
While our methods can be applied in the case of any n∈N , we decided to provide as many 
details as possible in the case 2n = . As the reader will see, even in this case the multitude of 
distinct possibilities is quite large. 

 
      The following notations are used throughout the paper. 
      N and Z are the sets of all positive integers and of all integers, respectively. 
      We denote by ,  and T U D the unit circle, the open unit disc, and the closed unit disc, respectively. 

      , 2n n ≥A , is the polydisc algebra: the algebra of all functions analytic in nU and continuous in 
nD . 

      Let :T X X→  be a bounded linear operator on a Banach space X . 
    ( )Tσ  is the spectrum of T . 

    . . ( )a p Tσ  is the approximate point spectrum of T , i.e. 

    . . ( ) { : ,|| || 1, 0}a p n n n nT x X x Tx xσ λ λ= ∈ ∃ ∈ = − →C . 

    Recall that a continuous linear operator on a Banach space X is called upper semi-Fredholm 
(respectively, lower semi-Fredholm) if its image ( )R T is closed in X and dim kerT < ∞
(respectively, codim ( )R T < ∞ ). 

    ( )usf Tσ  is the upper semi-Fredholm spectrum of T , i.e. 

    ( ) { :  is not upper semi-Fredholm}usf T I Tσ λ λ= ∈ −C . 

    ( )lsf Tσ  is the lower semi-Fredholm spectrum of T , i.e. 

    ( ) { :  is not lower semi-Fredholm}lsf T I Tσ λ λ= ∈ −C . 

    ( ) ( ) ( )sf usf lsfT T Tσ σ σ= ∩  is the semi-Fredholm spectrum of T . 

    ( ) ( ) ( )f usf lsfT T Tσ σ σ= ∪  is the Fredholm spectrum of T . 

    ( )Tρ is the spectral radius of T . 
 
 

 
2 Results and discussion 

  
It is well known (see [5]) that if U is an automorphism of the algebra 2A , then 

U TΦ= , where either 1 2 1 2( , ) ( ( ), ( ))z z z zϕ ψΦ = , or 1 2 2 1( , ) ( ( ), ( ))z z z zψ ϕΦ = , where ϕ and ψ are 

Möbius transformations of U . The second case can be reduced to the first one via the 
spectral mapping theorem for essential spectra (see [6, Corollary 3.61] and therefore we 
will consider only automorphisms of the first form. Moreover, we will assume without 
loss of generality that an elliptic Möbius transformation of U is of the form ( )z zϕ α= , 
where α is not a root of unity.  

In the following propositions we will assume for brevity that the weight w is an 
invertible element of the algebra 2A . 

 
Proposition 1. Let T wTΦ= , where 1 2 1 1 2 2( , ) ( , )z z z zα αΦ = and 2 1( )w −∈ A . Then, 

(1) 1( ) ( ) { :1/ ( ) | | ( )}sf T T T Tσ σ λ ρ λ ρ−= = ∈ ≤ ≤C . 
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(2) If we assume that either 1 2 1, ,p q p qα α ≠ ∈Z , or 1 2
p qα α= for some ,p q∈N , then  

( ) ( ) (0,0)sf T T wσ σ= = T . 

 

Example 1. Let α ∈T be not a root of unity. Let 2
1 2 1 2 1 2( , ) (2 ) ( , ), .Tf z z z z f z z fα α= + ∈A  Then, 

 ( ) ( ) { :1 | | 3}.sf T Tσ σ λ λ= = ∈ ≤ ≤C  

 

Proposition 2. Let 1 2 1 2( , ) ( , ( ))z z z zα ψΦ = , where α ∈T is not a root of unity and ψ is a parabolic 

Möbius transformation. Let ζ ∈T be the fixed point of ψ . Let 2 1( )w −∈ A and T wTΦ= . 

Then, 
 ( ) ( ) (0, ) .sfT T wσ σ ζ= = T  

 
Proposition 3. Let 1 2 1 2( , ) ( ( ), ( ))z z z zϕ ψΦ = , where ϕ  and ψ are parabolic Möbius 

transformations. Let ,ξ ζ ∈T be the fixed points of ϕ and ψ , respectively. Let 2 1( )w −∈ A
andT wTΦ= . Then, 

 ( ) ( ) ( , ) .sfT T wσ σ ξ ζ= = T  

 
Proposition 4. Let 1 2 1 2( , ) ( , ( ))z z z zα ψΦ = , where α ∈T is not a root of unity and ψ is a hyperbolic 

Möbius transformation. Let 1 2,ζ ζ ∈T be the fixed points of ψ . We assume that 1ζ is the 

attracting point of ψ .  Let 2 1( )w −∈ A and T wTΦ= .  

(1) If 1 2| (0, ) | | (0, ) |w wζ ζ≤ , then 1 2( ) ( ) { : | (0, ) | | | | (0, ) |}lsfT T w wσ σ λ ζ λ ζ= = ∈ ≤ ≤C  and 

1 2( ) (0, ) (0, )usf T w wσ ζ ζ= ∪T T . 

(2) If 2 1| (0, ) | | (0, ) |w wζ ζ≤ , then 2 1( ) ( ) { : | (0, ) | | | | (0, ) |}usfT T w wσ σ λ ζ λ ζ= = ∈ ≤ ≤C and 

1 2( ) (0, ) (0, )usf T w wσ ζ ζ⊇ ∪T T . 

 

Proposition 5. Let 1 2 1 2( , ) ( ( ), ( ))z z z zϕ ψΦ = , where ϕ  and ψ are a parabolic and a hyperbolic 

Möbius transformations, respectively. Let ξ ∈T  be the fixed point of ϕ  and let 1 2,ζ ζ ∈T

be the fixed points of ψ . We assume that 1ζ is the attracting point of ψ .  Let 2 1( )w −∈ A  

and T wTΦ= .  

(1) If 1 2| ( , ) | | ( , ) |w wξ ζ ξ ζ≤ , then 1 2( ) ( ) { : | ( , ) | | | | ( , ) |}lsfT T w wσ σ λ ξ ζ λ ξ ζ= = ∈ ≤ ≤C and 

1 2( ) ( , ) ( , )usf T w wσ ξ ζ ξ ζ= ∪T T . 

(2) If 2 1| ( , ) | | ( , ) |w wξ ζ ξ ζ≤ , then 2 1( ) ( ) { : | ( , ) | | | | ( , ) |}usfT T w wσ σ λ ξ ζ λ ξ ζ= = ∈ ≤ ≤C and 

1 2( ) ( , ) ( , )usf T w wσ ξ ζ ξ ζ⊇ ∪T T . 

 

It remains to look at the case when 1 2 1 2( , ) ( ( ), ( ))z z z zϕ ψΦ = where ϕ and ψ are hyperbolic Möbius 

transformations. Let 1 2,ξ ξ and 1 2,ζ ζ be the fixed points of ϕ  and ψ , respectively. We 

assume that 1ξ and 2ξ are the attracting points of ϕ  and ψ , respectively. Assume that 
2 1( )w −∈ A .  The description of essential spectra of T wTΦ=  in this case depends on the 

order of the numbers 1 1 1 2 2 1 2 2| ( , ) |,| ( , ) |,| ( , ) |  and | ( , ) |w w w wξ ζ ξ ζ ξ ζ ξ ζ on the real line and 

therefore there are 24 distinct cases. One of them is considered in our last proposition. 
Proposition 6. Let 1 1 1 2 2 1 2 2| ( , ) | | ( , ) | | ( , ) | | ( , ) |w w w wξ ζ ξ ζ ξ ζ ξ ζ≤ ≤ ≤ . Then 
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1 1 2 2( ) ( ) { : | ( , ) | | | | ( , ) |}lsf T T w wσ σ λ ξ ζ λ ξ ζ= = ∈ ≤ ≤C and 

1 1 1 2 2 1 2 2( ) ( , ) ( , ) ( , ) ( , ) .usf T w w w wσ ξ ζ ξ ζ ξ ζ ξ ζ= ∪ ∪ ∪T T T T  

  
We intend to provide the proofs of the propositions 1 -6 as well as the discussion of the case when the 
weight w is not invertible in a different publication. 
 

 
3 Conclusions and Future work 

 
The exact description of the lower semi-Fredholm spectrum of the operators considered in this paper 
remains elusive. Another, in our opinion, interesting open question is to find an effective formula for 
the spectral radius of T if the conditions (2) of Proposition 1 are not satisfied.  
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1 University of Rijeka, Faculty of Engineering, Croatia
2 University of Rijeka, Faculty of Informatics and Digital

Technologies, Croatia
3 University of Rijeka, Faculty of Medicine, Croatia

1?ivan.drazic@uniri.hr

Abstract: Understanding and addressing the factors that contribute to student failure is
critical to success and retention in mathematics education. In this study, multiple data
sources are examined in depth, including engagement metrics, assessment performance, and
demographic variables to identify key indicators of academic di�culty. Using data from the
e-learning platform for maths courses at the Faculty of Engineering, University of Rijeka,
various correlation methods are employed, with a focus on the use of Cramer’s V-measure.
This measure forms the basis for the development of a scoring system for predicting student
failure. The scoring system is refined weekly, with the threshold for each week determined
by retrospective analysis and the predictive quality of failure assessed. Furthermore, the
practical implications of these findings for educators are explained and strategies for tailored
interventions and personalised support mechanisms are presented. By equipping educators
with proactive insights, we aim to enable the early identification and support of at-risk
students, fostering a more inclusive and supportive environment for maths learning.
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1 Introduction

Mathematics education is a cornerstone of academic development, playing a critical role in var-
ious fields ranging from engineering and technology to economics and social sciences. However,
a significant number of students struggle with mathematics, leading to high failure rates and
subsequent academic challenges. This issue not only a↵ects individual student outcomes but
also has broader implications for educational institutions and society at large. To address this
pervasive problem, it is crucial to identify students who are at risk of failing math courses early
in their academic journey.

The objective of this work is to present a comprehensive scoring system specifically designed
to predict student failure in mathematics courses. Our approach is grounded in the analysis of
diverse data points encompassing academic performance, behavioral indicators, and demographic
information. By leveraging these multifaceted factors, our scoring system aims to provide a
nuanced and accurate prediction model.
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Academic performance metrics, such as previous grades and test scores, o↵er insights into a
student’s historical aptitude and consistency in mathematics. Behavioral indicators, includ-
ing attendance records and participation in class activities, reveal patterns that may signify a
student’s engagement and commitment to the subject. Moreover, additional factors such as
motivation are considered to understand the broader context influencing a student’s learning
experience.

The development of this scoring system involved a rigorous process of data collection, statistical
analysis, and model validation. The foundation of our scoring system is based on the statistical
measure Cramer’s V, which quantifies the strength of association between categorical variables.
We collected data on academic performance, behavioral indicators, and demographic factors
from various educational records. Using Cramer’s V, we identified key variables that significantly
impact math course success. High Cramer’s V values highlighted strong associations, such as
between attendance and test scores. These variables were then weighted accordingly in our
predictive model. The scoring system was developed through normalization and weighting of
these factors, followed by rigorous validation to ensure accuracy and reliability in predicting
student failure. The data utilized in this study were extracted from the dedicated e-learning
platform tailored for mathematics courses at the Faculty of Engineering, University of Rijeka.

Moreover, we discuss the practical applications of this predictive tool in educational settings.
By identifying at-risk students early, educators can implement targeted interventions, such as
tutoring, mentoring, and tailored instructional strategies, to mitigate the risk of failure. This
proactive approach not only improves individual student outcomes but also enhances overall
academic performance and retention rates within institutions.

2 Results and discussion

Based on the analysis using Cramer’s V measure, several significant predictors were identified.
These include the average math grade from high school, the percentage achieved on the national
math exam, and extrinsic motivation - both imposed and externally regulated. Other important
predictors are the maximum percentage achieved by the student on tasks identical to those in
tutorial exercises, the number of attempts at solving similar tasks, and the maximum percentage
achieved on similar tasks in all previous weeks. Additionally, the number of times video lectures
were viewed, whether the necessary teaching materials were downloaded for the week, and the
percentage of points scored on the first bonus test in the fourth week, the first midterm in the
fifth week, the second bonus test in the seventh week, the second midterm in the eleventh week,
and the fourth bonus test in the thirteenth week were all significant factors.

For each teaching week, a di↵erent scoring system was developed. For example, the system for
the 4th week is as follows. If a student had an average high school math grade greater than
3.59, the score for that variable is 11. If the student achieved a percentage greater than 66.34
on the national exam, the score is 10. If the student scored higher than 6.13 on the Academic
Motivation Scale survey for the type extrinsic motivation (imposed), the score is 10. For a score
higher than 5.63 on the same scale for extrinsic motivation (externally regulated), the score is
12. If the student achieved a maximum percentage greater than 0.61 on tasks identical to those
in the exercises, the score is 13. If the number of attempts at solving tasks similar to those in
the exercises is greater than 1.5, the score is 10. If the student achieved a maximum percentage
greater than 0.67 on tasks similar to those in the exercises, the score is 11. If the number of
video lectures viewed is greater than 15.5, the score is 11. If the percentage of points scored on
the first test is greater than 0.25, the score is 12. In that week, the threshold score that placed
a student at risk of failing the course was 39.
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The retrospective analysis of the prediction quality based on this score is given in the following
table.

Accuracy Precision Sensitivity PPV NPV AUC ROC F1 Score
0.88 0.88 0.97 0.88 0.90 0.89 0.92

Table 1: Retrospective Analysis of Prediction Quality Based on the Score

These results indicate a high level of prediction quality based on the scoring system. Metrics
suggest that the scoring system e↵ectively identifies students at risk of failure, demonstrating
its potential to support early intervention strategies and improve overall academic outcomes.

3 Conclusions and Future work

In conclusion, our scoring system represents a significant advancement in educational predic-
tive analytics, o↵ering a valuable resource for educators aiming to support students in their
mathematical pursuits. By providing a reliable mechanism for early identification of students at
risk of failing, this tool has the potential to transform educational practices and foster a more
supportive learning environment.

In the continuation of the research, a prospective analysis of the score quality will be conducted,
and it will be attempted to apply it to various subjects within STEM. Additionally, the e-
learning system will be enhanced to extract additional parameters that could serve as quality
predictors, and based on these results, the existing score will be improved.
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Abstract 

Computer-assisted assessment (CAA) tools, such as the Moodle plugin STACK, based on the Maxima Computer 
Algebra System (CAS), offer the ability to create questions with varying levels of complexity and provide students 
with immediate feedback. This approach addresses the persistent challenge of complex topics in higher education 
courses by integrating CAS into CAA, enabling the provision of necessary tools to students in alignment with the 
curricular unit's syllabus.  

STACK facilitates the creation of complex question parametrized models and their subdivision into simpler sub-
problems, which are then dynamically evaluated using decision trees. However, the process of designing and 
developing these question models demands technical skills from instructors. CAS can assist students in solving 
complex problems more efficiently, while also enabling teachers quickly assess student resolutions.  

By automating and uniformizing the grading process, STACK can significantly reduce instructor’s workload, 
allowing them to focus more on teaching and student interaction, thereby enhancing assessment objectivity. This is 
particularly beneficial in large classes where manual grading would be impractical and time-consuming. The initial 
application of this procedure was in the context of the mathematical topic of Fourier series, conducted in a laboratory 
environment using Python for individual and group problem-solving.  

The integration of CAS into STACK based CAA enables the elaboration of complex questions by connecting 
multiple topics within a theme. This allows students to submit answers obtained from various symbolic calculation 
platforms without increasing the difficulty of obtaining the answer, thereby optimizing the evaluation process. By 
leveraging the capabilities of CAS and CAA, instructors can create engaging and challenging assessments that 
provide students with immediate feedback and support their learning process. 

keywords: STACK; Computer Algebra System; Computer-Assisted Assessment; Fourier Series; Feedback 
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1 Introduction 

The integration of Computer Algebra Systems (CAS) and Computer-Assisted Assessment (CAA) has 
increasingly influenced educational approaches to mathematical problem-solving and assessment [1]. CAS, 
such as Mathematica, Maple, MATLAB, and Python’s SymPy, are powerful tools capable of symbolic 
computation, including the manipulation of mathematical expressions, solving equations, and performing 
algebraic operations. These capabilities make CAS useful in both educational and research settings by enabling 
the visualization of mathematical concepts and the automation of high-level calculations.  

CAA systems make use of computer technology to design, deliver, and evaluate assessments. They can 
automatically grade objective questions and provide instant feedback. Advanced features of CAA include 
adaptive testing, where question difficulty adjusts based on the student’s performance, and the ability to 
randomize question order to maintain assessment integrity. Automated grading saves educators time, while 
instant feedback and performance analytics help tailor educational experiences to individual needs. 

The STACK stands for System for Teaching and Assessment using a Computer algebra Kernel) is a popular 
tool integrating CAS and CAA working under Moodle platform [2]. STACK leverages CAS to provide dynamic 
and individualized assessment of students' mathematical understanding. It enables detailed and controlled 
feedback through a process where student responses are evaluated by comparison with expected answers using 
the Maxima CAS tool. This system supports both formative and summative assessments and offers feedback 
based on Potential Response Trees (PRTs), which can consider answers to previous questions for a more precise 
evaluation [3]. The use of STACK has the potential to enhance the learning process by providing immediate, 
specific feedback, and facilitating complex problem-solving. However, integrating CAS and CAA also presents 
difficulties requiring specialized training for instructors in design and development (Coding) of STACK models 
to explore STACK potential [4]. Students also need training to input computational formulations equivalent to 
traditional mathematical expressions of intended answers (Figure 1). 

 

Fig 1. STACK training requirements. 

In this work, we present the outline of a STACK experience concerning Fourier Series conducted in the 
“Mathematical Laboratories” course during the second semester of the first year of the Electrical Engineering 
degree in the academic year 2024. 
 

2 Results and discussion 

Students studied the Fourier Series using the SymPy CAS Python library. The instruction process and assessment 
model are shown in Figure 2. Two formative sessions covered Python and SymPy basics, followed by SymPy 
Python notebook-based lectures on Fourier Series concepts. A demonstration of STACK was sufficient because 
Maxima CAS input is similar to SymPy's.  

 

Fig 2. Fourier Series instruction and assessment process. 
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Students entered their solutions into the STACK system using Python expressions. The STACK formative 
sessions lasted two weeks, with additional offline sessions via Moodle. Finally, a summative assessment using 
CAA tools was conducted. Two STACK PRT codes are presented in Figure 3. Figure 3a shows a PRT used for 
controlled feedback and grading of two dependent questions. Figure 3b depicts an example of a PRT grading and 
feedback for an independent question. The PRT allows the customization of the feedback at each step. The 
corresponding STACK test fragment is depicted in Figure 4.  

    

Fig 3. PRT Feedback and grading design: (a) two dependent questions; (b) one independent question. 

 

Fig 4. STACK test fragment with teacher answers (TA). 

The results using STACK were consistent with previous course editions that used traditional assessment methods. 
While the workload for instructors increased in developing STACK models, this was offset by a significant 
decrease in evaluation work. 

 
3 Conclusions and Future work 

The assessment results of the course using STACK were promising, significantly reducing instructors' workload 
without compromising grading precision. However, developing model problems with strong discriminatory 
power and providing constructive feedback remains challenging. STACK developers would greatly benefit from 
systematizing the construction of model problems, which warrants further research. 
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Abstract: The purpose of this note is to show why and how the fractional operators required for formalizing dynamic 
issues in complex environment, mobilize among  the most advanced mathematical concepts : topos, site, spectrum, sheaf, 
ringed spaces,  p-adic numbers, etc. In the context of physical exchanges in spaces crumpled by long range interaction 
(hyperbolic geometries), geodesics no longer respond to Noether invariance principles but to memory effects and to the 
categorical  limits imposed by some requirements for completion. This completion is in fine based upon algebra-topology 
coupling. This coupling may be expressed through the zeta function which, as a bridge, ensures the formal closure of the 
representation and implicitly the space-time relationship. The analysis points out the existence of a particular case 
corresponding to the Riemann hypothesis (Martin’s axiom). Above approach involves a new viewpoint upon quantum 
mechanics. In all other cases, time is discretized and an arrow of time naturally emerges from the analysis. The note relates 
this arrow to anti entropic properties of dissipative complex systems. 

.                                                                                       

keywords: a-Operators; Topos,  Time;                                           

 
1 Introduction 
 
There is an irreducible link between the zeta function, fractional operators, fractal geometries (1) and 
beyond that the classifying Grothendieck topos (2). To show this, the approach supports the construction 
of ring sheaves (3) associated with transfer functions Z of the Cole and Cole type (4) process associated 
with -non-integer differential equations. We know that such functions are constrained by a constant 
phase angle () and that, except in special cases (=1/2 Riemann hypothesis) inverse Fourier 
transformation does not exist.  Therefore, dynamics cannot use the standard time variable. We called 
-exponential such a site of analysis because its representation is an arc of a circle shored up by a 1/2 
arc of a circle which represents the standard transfer function of an exponential law in the complex 
plane ℂ. It trivially results from this representation the existence of a geometric completion arc denoted 
Z−.  
 

 
2 Results and discussion 
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The particular status of such arcs in ℂ as parameterized via an inversion of a straight line and here 
featured by gaps at the origins, makes it possible to associate Z with the ring ℤ and a stratified structure 
nZ− based on the spectrum of ℤ (3). This spectrum makes it possible to identify the existence of local 
rings built on overlaps of topological opens responding to an order of inclusion (5) and ultimately 
leading to the parameterization of Z− not in ℝ as the inverse Fourier transformation would suppose, 
but in the field of p-adic numbers ℚp (6) The notion of time then splits into a set of distinct time 
constants. The foliation attached to nZ− responds to Algebra Z/Topology(nZ−) duality  (5) formally 
explained in the arithmetic coupling between  Za and nZ1-a. We are thus led to the design of a topos Z 
⊕ Z−, which, among other conceivable topos, conceals nevertheless two classes of dynamic distinct 
morphisms whose coupling is based for both on the algebraic relation related to scales: .(in) =1 (4) 
with scale  (space of quantity) and n (quantity of space) (7) equation leading two dynamical 
renormalizations. This generic bi category opens the way to the role of the zeta function (8) because 
nZ−, is not only a ringed vector space but a Grothendieck scheme featured by points almost certainly 
open at boundary (5). 
 
Parameterized using prime numbers, the highly entangled geometry associated to the topos questions 
the physicist who does not , a priori, imagines any empiricism in the status of nZ−. Indeed the entropy 
of the process associated with the transfer function seems entirely concentrated in the “concrete” part 
of the process. However, this is an illusion because this a priori only objective part, depends on the 
mode of representation. When referred to the toposic overall exponential, the representation makes it 
possible to separate the correlations due (i) to the irreversible nature of the physical process from those 
(ii) due to the here self-similar geometry associated with the renormalization constraints and with the 
p-adic structures of the dynamic correlations, therefore of an entropic component of geometric origin 
(9). In this particular dynamic context, it is important to distinguish the renormalization of scales and 
the renormalization of spectral energy (7). The zeta function (s) appears to be the most natural fiber 
functor capable of guaranteeing the classifying character of the topos, in particular through the 
functional relationship which leads it. The parameter “i” formalizes a canonical 
fibration“f”which, through the parameter s=±i, gives rise to (s) foliated ring structure pinning 

“” over Z in a manner distinct or not from what the set derivation ∂n can do from the fundamental 
law of arithmetic, to obtain the foliation of  nZ−, (1). In the categorical framework both stratified 
structures can be compared using the Kan extension functor, namely via the commutativity of the 
respective fibrations process [f  ∂n-∂nf]. This mathematical commutator is only zero if =1/2. This 
conclusion leads two classes of consequences (3) : 

1.  Noether's principles and the resulting mechanical invariants are only valid in the hypothesis 
which reduces the self-similarity conditions to the arithmetic constraints given by ℕ = ℕ x ℕ, 
i.e. =1/2. The compact diffusion processes, therefore the Schrodinger equations, are the only 
discretized, closed processes in ℂ matching the fundamental law of algebra in space-time and 
scale-frequency jointly (8). The underlying 2D fractal geometry is a pure Peano space (d==2) 
. The archetypal example of this type of Euclidean topos is given by the space of Quantum 
Mechanical States (no tensor coupling between states). The phase angle is an integer divisor of 
the module. The transfer function has an inverse Fourier transformation. This conclusion is 
easily expressed by means of the functional relation relating to the zeta function (s))=F[−(1-
s)] which here ensures the interoperability (2). of Z1/2 and nZ1/2  

2. In the hypothesis where the Kan commutator is not zero α ≠(1 – α) then ±  ≠∓ −  The 
function F which implicitly assumes that the commutator is zero,  must be revisited in the frame 
of categorical approach. The re-examination can be carried out by changing the physical and 
geometric reference background, by writing += -1/2, therefore -= − .  is obviously 
zero for =1 /2 but it is not in the general case. White noise and chance become the standard. 
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Therefore, if we assume that “” is the variable associated with a “universal” clock time in our 
issue, we demonstrate that the existence of ≠0 entering dynamic categories associated with 
multi-scale constraints leads Z and Z−, obtained via −(1-s) to be non-adjunct categories 
justifying the role of the topos as a dissymmetrical bridge (2) herein giving birth to the existence 
of an arrow of time (11). The role of the classifying topos becomes fundamental (2) and the 
classification then involves a clear distinction between both complementary zeta functions (s) 
and −(s). Geometry loses its atomicity (10) but keep fractality  by introducing in particular a 
thickening of the present certainly oriented towards the anterior but also towards the future 
through the open at the edge of the Grothendieck scheme. We demonstrate that the two classes 
of renormalization relating to the external clock (quantity of space n) and internal clock (space 
of quantity ) (7) then not fully interoperable due to the phase angle (), formalizes this 
thickness, by bringing out a valid monadic distinction especially at categorical limits.  Analytical 
approach (concrete entropic process) and the synthetic approach (anti-entropic completion 
functor) must be distinguished. Duality leads to a flat functor according to a creative rationality 
based over an intuitionist logic (8).  

 
3 Conclusions and Future work 
 
It is known that non-integer integro-differentiation operators naturally lead to a thickening of local 
properties. The categorical approach proposed by the authors leads to understand the monadic aspect of 
this width and the importance of the distinction that must be made between the notions of co-limit 
(analytical approach) and limit (projective approach) associated with k-algebras in any space 
characterized by scaling properties led by “k”. Certainly, in the simplest cases of arithmetic self-
similarity the two notions are in simple interoperative duality (=1/2 ~ ℕ = ℕ x ℕ) and the final object 
and also an initial object (Euclidean Topos. Standard cohomology (12) Quantum Mechanics Riemann 
Hypothesis, probability normalization). However, in the cases of dual self-similarities,  and ref =1/2, 
with ≠1/2, the dualities concerned require the use of a non-commutative square scheme of which the 
direct and inverse zeta functions leave open sets at (coupled punctuated two holes torus) whose role is 
fundamental for the overall coherence of issue. It is these open sets that give birth to the arrow of time. 
The dynamical topos then in fine physically relevant, namely (s) ⊕ −Z− builds a bridge between 
the two non-interoperable categories which are nZ−  on the one hand and −Z− fibered by a negative 
standard time that is to say, between a dissipative dynamic and the stratified anti-entropic component 
of geometric completion. The square scheme allows us to find a logic which, even intuitively, allows 
us to access rationality despite the complexity and of entanglement of multi-causal fibers. We assume 
that any creative process relies explicitly or implicitly on this toposic approach. Although this is only a 
first sketch (3) requiring further work developed by mathematicians (13), we can observe here how a 
practical problem (4) was able to give birth to a heuristic raised from engineering questions (control of 
chaos in automatic, optimization of batteries in electrochemistry, damping or reconstruction of waves 
in heterogeneous wires or environments, etc.).  
 
In memoriam 

 
This work is dedicated to the memory of my friends, Michel Mendes France who carries so gripping 
works on iteratives systems and primes numbers and Jose Tenreiro Machado, who was one of the 
active promoters of the school of fractional operators for engineering. Among the first, he understood 
the irreducible link that exists between this class of operators and the notion of entropy. For all this our 
community owes him a lot of gratitude.  
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Abstract: This work presents the numerical analysis of non-smooth solutions for the multi-
term time-fractional fourth-order reaction-di↵usion equation using the Caputo derivative.
The non-smooth solutions have a weak singularity near t = 0 that can be e↵ectively handled
by non-uniform mesh. Therefore, the graded mesh with optimal grading parameters is used
to evaluate the numerical solution to regain accuracy. Moreover, the trigonometric quintic
B-spline approach is used to solve this problem. Through rigorous analysis, we proved the
unconditional stability and convergence of the numerical scheme. Numerical experiments
are broadly discussed through tabulated results and plots that manifest the uniform and
non-uniform mesh comparison and validate our theoretical findings. Moreover, we observed
that the results obtained by utilizing non-uniform mesh for solving the problem with non-
smooth solutions are more e�cient and accurate than those obtained through uniform mesh.

keywords: Caputo derivative; Multi-term time-fractional; fourth order reaction di↵usion
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Abstract: The construction of fractional derivatives from order one versions is described.
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tive.
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1 Introduction

The first formal introduction of the concept of fractional derivative (FD) by Liouville (1832) gave
rise to the main definitions we find today, mainly the Riemann–Liouville [9], (Dzherbashian)-
Caputo [2], and Grünwald-Letnikov [9] definitions. However, and based on these derivatives, new
ones have been proposed alongside these, such as Hadamard’s [2] or Marchaud’s [9]. The success
of the “fractional derivative” designation motivated and originated proposals of “new fractional
derivatives”. In the last 20 years, many modifications or combinations of the above derivatives
have been introduced, along with other operators claiming to be “fractional derivatives”. Some
are mere linear systems and others are disguised order 1 derivatives. If we also consider the
pseudo-derivatives, we conclude that the situation is really confused and confusing as shown
by Teodoro et al., [11], that listed such operators and introduced a classification according to
some specified criteria. Since 2015, a great discussion took place in forums, conferences and
articles, where we verify that most people is unaware of the distinction between the concepts
of system and derivative. This situation was the main reason for the attempt, described in
[6], to give a methodology for testing whether a given operator is suitable to be a fractional
derivative. Such a goal was continued with the formalizations introduced in [7, 12]. However,
new generalized attempts appeared recently having as base the Abel’s algorithm for the tau-
tochrone problem. This was done first by Kochubei [3], and after, by Luchko [4], and Tarasov
[10]. Hanyga [1] used Abel’s approach in the discussion of the concept of fractional derivative.
However, it is important to note that these developments only deal with shift-invariant operators
in continuous-time, without considering scale-invariant and discrete-time operators.
Here, we consider a very general approach valid for functions defined on any time scale: contin-
uous, discrete, mixed, fractal, and son on.
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2 Framework for fractionalizing derivatives

We are going to present the steps required to define fractional derivatives. In particular, we
will compute their transfer function and, from it, the impulse response, g(t). Let T denote any
non-empty closed subset of R that is called time scale or time sequence. The steps are:

1. In T, we define an operator Df which we will generically call derivative and which is
basically an incremental ratio. We can consider three types: nabla (causal), delta (anti-
causal) and theta (bilateral). We will described the nabla case.

2. Define the impulse distribution by

�f (t) = Dfu(t). (1)

In the usual domain (R) with the classic derivative, �f (t) coincides with the Dirac impulse.

3. For such a derivative, compute the pair eigenfunction/eigenvalue from

Dfef (t, s) = s ef (t, s), (2)

where t 2 T and s 2 C. The eigenfunction ef (t, s) will be called generalized exponential.

4. Define the corresponding fractional derivative, D↵
f , through

D↵
f ef (t, s) = s

↵
ef (t, s), (3)

where ↵ 2 R is the derivative order. The elemental system characterized by H(s) = s
↵

with a suitable region of convergence is called di↵erintegrator.

5. With the generalized exponential, above introduced, define a (generalized Laplace) trans-
form,

X(s) = Lf [x(t)] ,

so that

• Any function, x(t), can be expressed in terms of the eigenfunction (synthesis equation)
by

x(t) = L�1
f X(s) =

1

2⇡j

Z

�
X(s)ef (t, s)ds, (4)

where � is in general a closed simple integration path in a region of the complex plane
where X(s) is analytic. It may happen we have to make an adjustment in (4) so that

Lf [�f (t)] = 1,

in the whole complex plane.

• From (4) and using (3), the classic relation

LD [D↵
x(t)] = s

↵
XD(s) (5)

emerges and is valid in a suitable ROC.

• From (5), we conclude that the fractional derivative is defined by

D
↵
f [g(t) ⇤ x(t)] = D

↵
f g(t) ⇤ x(t) = g(t) ⇤D↵

f x(t). (6)

• The analysis equation (direct transform) is defined, for each case, in agreement with
the properties of the eigenfunction.
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The above definition of fractional derivative, an elemental system having TF equal to H(s) = s
↵,

brings some properties that are fundamental in applications and are easily deduced from (4):

1. Associativity of the orders
D↵

fD
�
f x(t) = D↵+�

f x(t); (7)

This relationship ensures that a given system can be implemented using di↵erent struc-
tures.

2. Identity
D0

fx(t) = x(t); (8)

3. Inverse (anti-derivative)

D↵
fD�↵

f x(t) = D�↵
f D↵

f x(t) = x(t). (9)

This result establishes a fundamental di↵erence between anti-derivative and primitive.

These properties, together with the generalized Leibniz rule, constitute a criterion for deciding
if a given elemental system can be considered as a fractional derivative [6]. However, in most
applications, such a relation does not have any special role..

Example 1 We will study the discrete-time Euler fractional causal derivative. We will assume
that our domain is the discrete-time (DT) sequence T = hZ. The positive real parameter, h, is
the graininess or sampling interval of the time sequence.
Set t = nh. We define the nabla derivative by:

Drf(t) =
f(t)� f(t� h)

h
(10)

Therefore, taking this derivative we deduce immediately:

1. The nabla exponential is sgiven by

er(nh, s) = (1� sh)�n
, n 2 Z, s 2 C, (11)

2. We define the nabla fractional derivative through

D
↵
rer(nh, s) = s

↵
er(nh, s) (12)

For non integer orders we have to consider a branchcut line starting at s = 0 and lying in
the left complex half-plane.

3. The transform implied by (11) is called nabla Laplace transform (NLT) . The analysis
equation for the NLT is given by

N [f(nh)] = Fr(s) = h

+1X

n=�1
f(nh)er (�nh, s) . (13)

Its inverse transform (synthesis equation) is given by

f(nh) = � 1

2⇡i

I

�
Fr(s)er ((n+ 1)h, s) ds, (14)

where the integration path, �, is any simple closed contour in a region of analyticity of the
integrand that includes the point s = 1

h . The simplest path is a circle with centre at s = 1
h .

4. Fractional derivative

D
↵
rx(nh) = h

�↵
X

k=0

(�↵)k
k!

x(nh� kh), (15)
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to see more rich behaviors unveiled with the e↵ect of drift in complex system in the fields of
hydrology, finance and turbulence.

From the theoretical perspective, the time and Hurst index dependent scale boundary of the
crossover is very essential to distinguish the central parts with Gaussian and the tail parts
with non-Gaussian behaviors. It is known that all Laplace processes reduce to their Gaussian
for su�ciently large lags [2], which may explain the apparent contradiction between large-scale
models based on fractional Brownian motion and non-Gaussian behavior on smaller scales.
In future developments of the FLM-type dynamics to provide mechanics tools for anomalous
di↵usion data, the nonlinear forces on the di↵usion particles can be considered, also including
the confined and reset scenarios.
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Abstract: Special Session 7-Fractional Modelling and Artificial Intelligence in biomedi-
cal/diseases. In general, the kurtosis approaches 3, implying the probability density func-
tion (PDF) of a stochastic process becomes Gaussian. Recently, a new process, named
Fractional Laplace motion (FLM) was demonstrated to have PDF with non-Gaussian tail
even through the kurtosis approaches 3. In the current study we develop and analyze the
statistics of FLM with drift in the two di↵erent mechanisms: the drift may keep acting on
the system all the time or the drift only acts at the moments of jump. The non-Gaussianity
of particle displacements, mean squared displacement and kurtosis are quantified. We thor-
oughly determine the crossover from non-Gaussian to Gaussian behaviors in the PDF and
show that in the present and absent of drift, as time progresses an inner core region reaches
the Gaussianity, while the region outside the core is non-Gaussian, with the boundaries of
the core region growing with time as power laws. The results of our computer simulations
are fully consistent with the analytical predictions. Our model is applicable on external
forces superimposed onto the FLM-type dynamics.

keywords: Fractional Laplace motion; non-Gaussian; drift.
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1 Introduction

Anomalous di↵usion is well described by di↵erent generalized stochastic models depending on
the system. The continuous time random walk (CTRW) model and fractional Brownian motion
(FBM) are two such processes suited to describe anomalous di↵usion in a wide range of systems.
FBM is a Gaussian process with stationary increments which are persistent and anti-persistent
for the anomalous Hurst exponent H in the range 2H > 1 and 0 < 2H < 1, respectively. FBM
with 2H = 1 reduces to BM. It is widely used to describe subdi↵usion in cellular cytoplasm and
complex liquids, and superdi↵usion in amoeboid cells, and for densities of persistently growing
brain fibers.

Here we address a compound process, i.e., fractional Laplace motion (FLM) [1, 2, 3, 4], to de-
scribe the system with anomalous di↵usion and non-Gaussian behaviors. FLM introduced by
Meerschaert and Kozubowsk [2], is obtained by subordinating fractional Brownian motion to
a gamma process. The parent process is FBM and the gamma process is a strictly increasing
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and pure jump Levy process. Increments in the gamma process has a gamma distribution. The
gamma process was first applied by Moran to model water flow into a dam, and is widely used
in di↵erent fields, such as maintenance, finance and degradation. In the context of subordinator,
it represents the trading time or volume in financial application and the number of depositional
features encountered over a distance in hydrology. FLM has been applied in hydraulic con-
ductivity, subsurface hydrology and sediment transport. Interestingly, the probability density
function (PDF) of FLM has a heavy tail with stretched Gaussian at small scales, but approaches
Gaussian with increasing measurement time. Its increments called fractional Laplace noise is a
stationary process. The increments in FLM is Laplace PDF at small scales in the uncorrelated
case and approaches Gaussian PDF with increasing scales. The Laplace PDF merges from the
geometric central limit theorem, which states that the sum of a random number of independen-
t identically distributed with finite variance is asymptotically Laplace if the random count is
geometrically distributed. Specifically, FLM has stochastic self-similarity.

We here go one step beyond and study FLM in the presence of a constant external force, and to
determine the boundaries to separate the Gaussian and non-Gaussian parts in the PDFs both
in the cases with and without drift. It is acknowledged that drift is action of the deterministic
force on particle and accelerates its movement to the ballistic motion in an empty space. The
e↵ect of drift is found in the transient current in an amorphous material with an electric field,
drying of porous media with temperature and pressure gradients, fluctuating interactions in gel
electrophoresis and hydrodynamic dispersion in a flow field. In this study, we will consider two
di↵erent mechanisms of drift, one is the drift may keep acting on the system all the time, even
when the particle is trapped and the other is the drift only acts at the moments of jump and
does not a↵ect the particle during trapping events.

2 Results and discussion

In Fig. 1 we show the results of our analytical calculations and stochastic simulations of the
PDF for FLM with drift v = 1 acting on the subordinated process x(t) at three di↵erent times
for the Hurst exponents H = 0.5, H = 0.8 and H = 0.2. The analytical results agree well with
the simulations for all cases. The PDFs are also symmetric and they have a central Gaussian
with stretched exponential tails, which can be accurately distinguished the Gaussian central
part and non-Gaussian tail part by using the left boundary vt� t

H+1/2 and the right boundary
vt+ t

H+1/2. Interestingly, the left and right boundaries are centered exactly on vt.

(a)
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(b)
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Fig. 1. Simulations (circles) and analytical results (colored solid curves) for the PDF of FLM
with drift v = 1 acting on the subordinated process x(t) at times t = 3, t = 5, and t = 10 with (a)
H = 0.5, (b) H = 0.8 and (c) H = 0.2. The same colored vertical solid lines are the left boundary
vt� t

H+1/2 and the right boundary vt+ t
H+1/2 used to separate the Gaussian and non-Gaussian

domains. For H = 0.5, the left boundary is 0 for the three di↵erent cases.

3 Conclusions and Future work

In this paper, we examined the di↵usion process subordinating fractional Brownian motion
to a gamma process in the presence of drift with two di↵erent mechanisms, both analytically
and via stochastic computer simulations. As expected, the drift term dominates the di↵usion
behavior at long times in both moments and PDF. The PDF is non-Gaussian at short times,
and approaches Gaussian at long times, which is asymptotically identical to the dynamics of free
FBM with drift. The PDF has a stretched exponential tail. In the intermediate time, we find
a relaxation region of the PDF, whose right and left frontiers grow with time and also depend
on the Hurst exponent. Inside the region, the PDF is Gaussian and outside the region, the
PDF has stretched exponential tail. At long times the tail become so suppressed by the central
Gaussian parts that they do not significantly contribute.

From the experimental perspective, the time scale dependent non-Gaussian behavior plays a
key role in the FLM-type dynamics. FLM in the absence of drift was proposed to examine the
increments of the hydraulic conductivity data. The FLM was extended to accurately capture
the sampling time scales dependent PDF of bed elevation and sediment transport rates, in which
the operational time was reasoned on the basis that the stochastic nature of turbulent velocity
fluctuations near the bed induces randomness in particle entrainment. It should be expected
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3 Conclusions and Future work

The fundamental idea here described was to formalize a general framework that supports the
development of fractional derivatives, while maintaining complete coherence with classical defi-
nitions, in order to create a structure for modelling many fractional systems we find in practice.
It can be shown that the proposed scheme allows us to obtain di↵erent structures for dealing
with continuous/discrete shift-invariant or scale-invariant systems. This opens many doors for
applications.
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1 Introduction

In this work two seemingly unrelated fields of mathematics are presented and linked together.
The first field is the so-called fractional calculus, which is the theory of di↵erentiation and
integration of arbitrary real order (integer and non-integer). The second field is the probability
theory with signed probabilities – that is, with positive and negative probabilities.

While the fractional calculus has the history more that three centuries long, the idea of working
with negative probabilities has less than one third of that. No surprise that that were open-
minded physicists working in quantum mechanics who first came to using negative probabilities
in there work. The first known remark was made by E. Wigner in 1932 [1], followed by P. Dirac
in his 1940 lecture (published in 1942 [2]), and then by R. Feynman in 1987 [3]. It is remarkable
that all three were the laureates of the Nobel Prize.

And exactly like P. Dirac’s invention of his delta function �(t), inspired Laurent Schwarz to
develop the theory of distributions, or generalized functions, for which Schwarz was awarded the
Fields Medal, Dirac’s lecture [2] inspired M. Bartlett to elaborate the mathematical notion of
negative probability [4].

Late professor Jose A. Tenreiro Machado, to whose memory this conference is dedicated, was also
a man of remarkable creativity and open-mindedness. He was the first, who noticed the possible
link between the fractional-order di↵erentiation and probability distributions [5]. Namely, he
noticed that the coe�cients in the Grünwald–Letnikov definition of fractional di↵erentiation
for orders between zero and one can be considered as probabilities, and tried to develop a
probabilistic interpretation of fractional derivatives.

409



Recently, we succeeded in taking Machado’s observation to more advanced level, and developed
the Monte Carlo methods for numerical fractional-order di↵erentiation, initially for the case of
orders between zero and one [6] .

However, consideration of orders higher than one took us to the necessity of working with
signed probabilities [7], and we demonstrated how the negative probabilities can be handled in
the framework of the Monte Carlo method.

2 The basic outline of the Monte Carlo method
for fractional-order di↵erentiation

Let us recall that the Grünwald–Letnikov fractional derivative [8]

D↵f(t) = lim
h!0

A↵
hf(t), ↵ > 0, h > 0, (1)

where

A↵
hf(t) =

1

h↵

1X

k=0

�(↵, k)f(t� kh), (2)

�(↵, k) = (�1)k
�(↵+ 1)

k!�(↵� k + 1)
.

For f(t) = 0 for t < 0, the fractional-order di↵erence (2) can be used for numerical evaluation of
the Grünwald–Letnikov fractional order derivative, the Riemann–Liouville fractional derivative,
and the Caputo fractional derivative when it is equivalent to the Riemann–Liouville one [8].

The outline of the Monte Carlo method for the case of orders of di↵erentiation between zero
and one, following our paper [6], is the following.

Let Y be a discrete random variable such that

P{Y = k} = pk = pk(↵) = ��(↵, k), k = 1, 2, . . . (3)

and let Y1, Y2,. . . , Yn, . . . , are independent copies of the random variable Y .

For the simulation of the random variable Y with distribution (3), we introduce the cumulative
distribution function

Fj =
jX

i=1

pi,

where pk = pk(↵) are defined in (3).

If U is a random variable uniformly distributed on [0, 1], then

P(Fj�1 < U < Fj) = pj ,

and hence, to generate Y 2 {1, 2, . . .}, we set

Y = k, if Fk�1  U < Fk. (4)
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Each trial (draw) of the developed Monte Carlo method includes the following steps.

1. Compute pi = pi(↵) defined in (3), and Fj =
jP

i=1
pi.

2. Generate N uniformly distributed random points, and compute the values Yi using (4).

3. Evaluate the expression

A↵
N,hf(t) =

1

h↵

"
f(t)� 1

N

NX

k=1

f(t� Ykh)

#
. (5)

Repeat steps 1–3 K times (trials). The mean of the obtained K values of A↵
N,hf(t), obtained in

step 3, gives an approximation of the value of the fractional derivative of order ↵, 0 < ↵  1,
at the point t.

The case of derivatives of orders higher than one, as well the necessary methods for numeri-
cal simulation of related signed probability distributions, will be presented at the conference.
Detailed explanations, references, and further algorithms can be found in [6] and [7].

3 Conclusions and Future work

The Monte Carlo method for numerical evaluation of integrals has become a standard topic in
textbooks even for undergraduate students. It was surprising that there was not the Monte
Carlo method for numerical di↵erentiation. That was done for the first time in the works [6]
and [7], and these works also provided the understanding that for developing the Monte Carlo
method for numerical di↵erentiation it was necessary to consider the case of arbitrary orders, in
which the case of integer orders of di↵erentiation is included.

The Monte Carlo method, developed in [6] and [7], provided also a certain understanding of
how the non-equidistant grids for numerical fractional-order di↵erentiation work. Even more, it
became clear that the optimal locations of the nodes of a non-equidistant grid should be based
on the order of di↵erentiation.

It should be mentioned that the Monte Carlo method finally allows development of parallel
algorithms for numerical fractional-order di↵erentiation, and potentially for solution of ordinary
fractional-order di↵erential equations and their systems.

Our current work is focused on studying and exploring the properties of signed probability
distributions and their applications.
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1 Introduction

Fractional di↵erential equations have been of great interest recently. It is caused both by the
intensive developpement of the theory of fractional calculus itself and its applications in various
sciences such as physics, mechanics, chemistry, engineering,...(see [1, 3, 9]). The existence and
uniqueness of solutions for Caputo fractional equation ([2]) still attract interest of authors.
Futheremore, many results of fractional di↵erential problems with boundary conditions have
been studied and surveyed using di↵erents functional analysis creteria (Banach, Schauder fixed
point...([7])). For more information, the reader is invited to see ( [4, 6, 8, 10]). In 2015, Rezapour
et al. ([5]), considered the following problem:

8
<

:

cD↵x(t) + f(t, x(t)) = 0, t 2 [0, 1] , n = [↵] + 1
x(0) = x

0
(0) = x(3)(0) = ... = x(n�1)(0) = 0

ax(1) = Ipx(1), a > 1, ↵ > 3, p > 1.
,

with f : ]0, 1] ⇥ R �! [0, +1[ continuously defined from ]0, 1] ⇥ R into R+ with a certain
singularity at the point 0. For this problem, they gave in particular a su�cient uniqueness
condition by mean of Banach contraction principle and a su�cient positive existence condition
by using the compressive Krasnosel’skii cone fixed point theorem. All investigations have been
done under the condition 2�(p) > �(↵). In the present work, we consider the Caputo-fractional
problem with two integral boundary conditions

8
<

:

cD↵
0+x(t) + f(t, x(t)) = 0, (t 2 [0, 1] , n� 1 < ↵ < n, n = [↵] + 1)

x(j)(0) = 0, (j 2 {0, 1, · · · , n� 1} \ {j1, j2})
akx(qk)(1) = Ipkx(1), (1 6 ak, 1 6 pk, k = 1, 2)

(1)

417



where, j1, j2, q1, q2, p1, p2 are positive integers such that

0 6 q1 6 j1 < q2 6 j2 6 ↵� 1. (2)

f has the singularity

lim
t�!0+

|f(t, s)| = +1, 8 s 2 R, (3)

and satisfies the conditions (4), (5). Setting j1 = j2 = 2, q1 = q2 = 0, one retrieves problem
investigated in [5] without the condition 2�(p) > �(↵). We will also suppose that there exist
three real constants k > 0, m > 0, 0 < � < 1 such that:

|t�f(t, 0)| 6 m, 8 t 2 [0, 1] , (4)

|t�(f(t, x(t))� f(t, y(t)))| 6 kkx� yk, 8 (x, y) 2 E2, 8 t 2 [0, 1] , (5)

E is the Banach space CR [0, 1] of continuous functions in [0, 1] equipped with the norm:

kxkE := kxk = max
06t61

|x(t)|, x 2 E .

2 Main results

Lemma 1 A function x 2 E is a solution of problem (1)-(2), if and only if it satisfies the
integral equation

x(t) =

Z 1

0
G(t, s)f(s, x(s))ds, (t 2 [0, 1])

where,

G(t, s) =

8
><

>:

�(t�s)↵�1

�(↵) + tj1g1(s) + tj2g2(s) , (s 6 t)

tj1g1(s) + tj2g2(s) , (t 6 s)

and

g1(s) =
�(j2 + 1)

detS

0

B@

a2�(p2+j2+1)��(j2�q2+1)
�(j2�q2+1)�(p2+j2+1)

a1�(↵+p1)(1�s)↵�q1�1��(↵�q1)(1�s)↵+p1�1

�(↵�q1)�(↵+p1)

�a1�(p1+j2+1)��(j2�q1+1)
�(j2�q1+1)�(p1+j2+1)

a2�(↵+p2)(1�s)↵�q2�1��(↵�q2)(1�s)↵+p2�1

�(↵�q2)�(↵+p2)

1

CA ,

g2(s) =
�(j1 + 1)

detS

0

B@

1
�(p2+j1+1)

a1�(↵+p1)(1�s)↵�q1�1��(↵�q1)(1�s)↵+p1�1

�(↵�q1)�(↵+p1)

+a1�(p1+j1+1)��(j1�q1+1)
�(j1�q1+1)�(p1+j1+1)

a2�(↵+p2)(1�s)↵�q2�1��(↵�q2)(1�s)↵+p2�1

�(↵�q2)�(↵+p2)

1

CA

with

detS = �(j1 + 1)�(j2 + 1)

⇥
 

a1�(p1 + j2 + 1)� �(j2 � q1 + 1

�(p2 + j1 + 1)�(p1 + j2 + 1)�(j2 � q1 + 1)
+

2Y

k=1

ak�(pk + jk + 1)� �(jk � qk + 1)

�(pk + jk + 1)�(jkqk + 1)

!
.
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Setting

� =
1

�(↵)
+

�(p2 + j1 + 1)

�(j1 + 1)

a2
�(↵� q2)

+
�(p1 + j2 + 1)

�(j2 + 1)

a1�(j2 � q1 + 1)

�(↵� q1) [a1�(p1 + j2 + 1)� �(j2 � q1 + 1)]

+
2X

i=1

�(pi + ji + 1)

�(ji + 1)�(↵� qi)

ai�(ji � qi + 1)

ai�(pi + ji + 1)� �(ji � qi + 1)
,

(6)

and remarking that

max {|g1(s)|, |g2(s)|, |G(t, s)|} 6 � , 0 6 s, t 6 1.

One can prove the following useful result.

Proposition 2 For each x 2 E, operator F given by formula

x 7�! Fx := F (x) =

Z 1

0
G(., s)f(s, x(s))ds, (7)

is well defined from E into E. Moreover, it is completely continuous mapping and for all x 2 E,

kFxk = max
06t61

|Fx(t)| 6
kkxk+m

1� �
�.

Theorem 3 If constants � and k in formulas (4), (5) satisfy inequality 0 < k < 1��
2� . Then,

Problem (1)-(2) has a unique solution. Moreover, the norm of this solution does not exceed
2m�
1�� .

Indeed, under assumptions of the theorem, mapping F has a unique fixed point x0 which is the
unique solution in E of our initial problem. The majoration

kx0kE 6 2m�

1� �

follows from the invariance with respect to F of the closed subset

Br =

⇢
x 2 E : kxk 6 r, r =

2m�

1� �

�

since this invariance implies that x0 is necessarly in Br.
We obtain the following existence result:

Theorem 4 Assume that constants � and k in formulas (4), (5) satisfy inequality 0 < k < 1��
� .

Then, Problem (1)-(2) has at least one solution.

Indeed, for r > m�
1���k� , ⌦ be the closed ball, centered at the origin with radius r. This is clearly

a convex and closed subset of E . It follows from proposition 2 that

x 2 ⌦ =) kFxk = sup
06t61

|
Z 1

0
G(t, s)f(s, x(s))ds| 6 kr +m

1� �
� 6 r.

Hence, the completely continuous operator F applies ⌦ on ⌦. To conclude, it si�ces to use the
following Schauder fixed point.

Theorem 5 [7] If ⌦ is a closed ball, bounded and convex in a Banach space E and F : ⌦ �! ⌦
is completely continuous operator, So F has a fixed point in ⌦.
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3 Conclusion and Future work

In this paper, we analyzed a class of singular fractional boundary value problem using Caputo
fractional derivative applying several functional analysis criteria (the banach, Schauder fixed
point theorem). We have proved conditions to garantee the existence and uniqueness of the
solution. Next future studies will be grounded to research the existence and uniqueness condi-
tions for complicated fractional di↵erential problems and using an others kinds of fixed point
principles.
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Abstract: Calcium is a ubiquitous signaling component of neuronal functions. Calcium regulation is a 
complex phenomenon that is controlled by cellular organelles. Abnormality created by amyloid 
plaques is a crucial phenomenon in which the [Ca2+] flux enters through the plasma membrane. Entry 
of such flux is managed by intracellular homeostasis. In the neuronal calcium homeostasis, any 
alteration could lead to neurodegeneration. In this paper, the effect of various parameters like SERCA, 
IPR, Leak, VGCC, etc. has been investigated. A mathematical model has been developed by 
considering a time-fractional differential approach to investigate the non-local impact on cytosolic 
[Ca2+]. An analytic solution was obtained by applying the Laplace transform, Fourier cosine 
transform, and Green’s function. The significant implication of amyloid beta, endoplasmic reticulum 
flux, and plasma membrane flux on calcium signaling was observed. It is also observed that Amyloid 
beta created pores are toxic to the neuron. The effect of S100B, EGTA, and BAPTA with different 
diffusion coefficients could show neuroprotective properties for calcium signaling. From all this 
simulation, therapeutic insight from different buffers, differential order, and amyloid plaques can be 
observed, which is a better fit as per realistic physiology.  
 

keywords: Calcium distribution, ER fluxes, Buffer, Neuron, Laplace transforms, Fractional derivative 
 
1 Introduction 

 
The central nervous system has signal processing activity with neurons, a basic processing 
cell. Neuron is also known as a basic building block of the nervous system. Several 
elevations and depletions of ion concentration occur repetitively to play their role in 
neuronal networks. The biochemical process in neuron cells can be understood by using 
mathematical modeling and simulation. Modeling can be done for the homeostasis of 
different ions proteins and different molecules. Among them, calcium mediates in many 
neuronal features[1].  
Mimicking the calcium oscillations for neuron cell modeling is the theoretical backbone. 
This analysis develops an understanding of the background parameter mechanism like 
buffer, diffusion coefficient, different calcium channels, etc. These parameters are 
located on different regions of neurons like organelle membrane, and plasma membrane, 
which have a different role in neuronal functions. Some proteins are also associated to 
play a key role in the cellular homeostasis [2]. Amyloid beta is a major protein that 
associates with cellular functions like neurite outgrowth, and calcium homeostasis. 
Amyloid precursor protein (APP) has several physiological properties to perform in 
neurons. Amyloid beta(Aβ) is created by the deformation of APP. Neuroprotective 421



property flips while this breakdown and it becomes toxic for neurons. This amyloid beta 
abnormal plaques form within the cytosol and extracellular fluids. Which increases the 
calcium flux entry to the neurons. This mechanism in addition to the calcium channel or 
pore leads to increased calcium concentration. It could be possible to absorb this calcium 
but after some extent, it will overload for endoplasmic reticulum and mitochondria. This 
situation triggers neuronal dysregulation.  
S. Tiwari et al. have studied the cardiac mitochondrial calcium pathway [3]. N. Wei and 
A. Layton examined a quantitative analysis of the smooth muscle cell for calcium 
homeostasis [4].  Y Jagtap and N. Adlakha have studied the calcium and IPR dynamics 
by using the finite volume method [5]. A. Kothiya and N. Adlakha has studied the 
calcium dynamics with nitric oxide by using the finite element method [6]. H Joshi and 
Jha have explored fractional diffusion through the analytical and numerical solution for 
neurons incorporated with Parkinson’s disease [7]. Other researchers have also modeled 
the calcium diffusion using different approaches to understand the biophysical nature of 
the calcium in different cells.  
From this literature exploration, it is observed that the Amyloid beta calcium flux, which 
is taken at the boundary membrane flux with different channels, is not taken into 
consideration to examine the neuronal calcium flux for nonlocal behavior and with 
endoplasmic reticulum flux. Also new buffer S100B impact is considered in the paper. 
we obtain the proposed model, 

𝜕𝑢[𝐶𝑎+2]
𝜕𝑡𝛼 = 𝐷𝐶𝑎𝛻2[𝐶𝑎+2] − 𝑘+[𝐵][𝐶𝑎+2] + 𝑘−[𝐶𝑎𝐵] + 𝐽𝐼𝑃𝑅 − 𝐽𝑆𝐸𝑅𝐶𝐴 + 𝐽𝑙𝑒𝑎𝑘

+ 𝐽𝑐ℎ𝑎𝑛𝑛𝑒𝑙 
Taking the physiological condition of calcium flux on the plasma membrane in neuron, 
the boundary condition with flux is considered as, 

𝜕[𝐶𝑎+2]
𝜕𝑥 |

𝑥=0
= 𝐽𝐴𝑏 + 𝐽Orai − 𝐽𝑃𝑀𝐶𝐴 + 𝐽𝑉𝐺𝐶𝐶  

 
2 Results and discussion 

 
This model is developed to simulate the neuronal calcium distribution and study the effect 
of various parameters on cytosolic calcium concentration distribution in neuron cells. 
This study helps to understand calcium homeostasis and intracellular calcium signaling 
for the neuron cell. Calcium stream can be visualized for amyloid beta pores and other 
channels. This visualization can lead to estimation better with Caputo fractional 
derivative order Neuronal cytosolic calcium ions are a decisive component of cellular 
functions. Its concentration is the decisive factor for neurotransmitter release. To mimic 
neuronal degeneration for conditions like real physiology, appropriate data is used. 
Literature suggests that the hippocampal and entorhinal cortex are primarily damaged 
areas in Alzheimer’s disease. For neuronal geometry, several researchers applied the 
finite element approach successfully. 
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In above, the temporal calcium distribution is shown for different values of fractional 
order u. This calcium flux diffuses throughout the plasma membrane via different parts 
of the cell. For lower values of fractional order, it is observed that calcium sequestered 
rapidly with buffer and ER while entering into the neuron. In a fraction of time, it attains 
background calcium concentration. Different graphs of non-local lines converge with the 
same nature of the curve. 
Quark, blip, and wave are the result of the calcium’s incoming flux, which is determined 
by the quantity of calcium in the ER sensor STIM. If the calcium level is less than 250 
micromolar it binds to Orai. Associated clusters with the STIM Orai channel create the 
calcium stream. The second calcium wave starts with a previous stage basal calcium 
concentration.  
Different buffer concentration, various protein bound impact, different diffusion 
coefficient is shown graphically to evaluate the neuronal calcium in the paper. The 
graphical presentation shows the various behaviour of the calcium concentration for 
various parameter and memory impact on neuronal cell.  
 
3 Conclusions and Future work 

 
In this paper, we have studied the effect of various parameters like neuronal cell plaques 
formed by amyloid beta on cytosolic calcium ions concentration and incorporated with Orai 
channel. These two parameters are not explored but they have potential pathways for 
neurodegeneration. Also, S100B buffer is considered to check the impact on calcium-free ions 
concentration. Mechanism of amyloid beta, IPR, SERCA, PMCA, VGCC, leak modeled with 
time fractional partial differential equation. To solve this reaction-diffusion equation of 
calcium distribution we have used the singular kernel-based Caputo fractional differential 
definition. This approach is handled with Laplace and Fourier cosine transform to get an 
analytical solution of the model and using Green’s function. The fractional differential 
equation approach simulates the result to incorporate the anomalous diffusion problem. This 
gives better insight into neuronal calcium signaling with memory effect. Physiological parameters 
of the plasma membrane are considered with boundary flux which increases the calcium signaling 
complexity. The obtained results for local and non-local impact on space and time are found significant. 
Graphical representation of spatiotemporal calcium shows the significant consequences of Orai and 
amyloid-created pores. Different fractional order gives insight into the previous stage’s effect on the 
upcoming state of calcium ions. Using the different buffer species and concentrations the results were 
obtained to see the different impacts of Alzhemeric affected neuronal physiology and normal neuron 
calcium signaling. The effect of the diffusion coefficient is found significant. Therefore, this fractional 
nonlocal approach gives a memory effect to the calcium signaling phenomena and fits more accurately 423



than the classical approach. This work can be extended by a non-singular kernel and using other 
parameters. 
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Abstract: The objective of this paper is to introduce and study a within-host viral infection
model via both modes of viral transmission mechanism; virus-to-cell and cell-to-cell. The
proposed model incorporates the role of adaptive immunity in limiting viral pathogen spread,
including humoral and cellular immune responses. This paper focuses on describing the
long memory e↵ect using the Caputo derivative. This work begins with the investigation
of the well-posedness of our mathematical model concerning demonstrating the existence,
positivity and boundedness of solutions. The paper moves to introduce all the problem’s
steady states, which are determined by specific reproduction numbers. Subsequently, the
paper proceeds to demonstrate the global stability of the five equilibria points. To evaluate
the theoretical findings of global stability, we employ a numerical technique based on the
fundamental theorem of fractional calculus, in addition to utilizing a three-step Lagrange
polynomial interpolation method.

keywords: Global stability; Fractional-order model; Numerical simulation.

MSC2020: 34A08; 34K37; 26A33.

1 Introduction

Despite significant advancements in medical treatment and prevention, numerous infectious
diseases continue to a↵ect large populations, causing high morbidity and mortality rates. Hence,
scientists are consistently motivated to understand and study how viral foreign bodies impact
the health of cells within the body, while also seeking to understand the immune system’s
response to these transformative changes. Mathematical modeling is vital in minimizing the
costly public health e↵ects and loss of lives. It provides insights into the viral dynamics of
infections in the human body [1], predicting their progression and future growth patterns. This
knowledge empowers public health authorities to take informed measures and diminish the
impact of diseases e↵ectively.

Many researchers have formulated and studied mathematical biological models for describing
and studying the viral infection dynamics (see for example [2, 3, 4, 5, 6]). Based and motivated
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by this works and other works which are not yet mentioned, we formulate the fractional-order
mathematical model: 8

>>>>>>><

>>>>>>>:

D↵T = �� �1TV � �2TI � d1T,

D↵I = �1TV + �2TI � qIZ � d2I,

D↵V = kI � pVW � d3V,

D↵W = cV W � d4W,

D↵Z = gIZ � d5Z.

(1)

HereD↵ stands for the Caputo fractional derivative of order ↵, and (T (0), I(0), V (0),W (0), Z(0)) 2
R5
+.

We mentioned that the functions T and I designate the density of the uninfected and infected
cells, respectively. V signifies the viral load, while W stands for the humoral immune response
and Z represents the cellular immune response. From the liver, susceptible cells are created at
a rate �; the extinction of each uninfected cell is natural at a rate d1 and its infection is at a
rate �1 and �2 by free virions and infected cells, respectively. For each infected cell dies at a
rate d2, and gets eliminated by the B cells at a rate q. Also, each free virion which is born by
infected cells at rate k, dies naturally at a rate d3, is decay antibodies at a rate p. Because of
the presence of the virions and the infected cells, the humoral immune response and the cellular
immune response are activated, by the production of B cells and T cells with a rate c and g,
respectively. Furthermore, both B cell and T cells is cleaned naturally with a rate d4 and d5,
respectively. We suppose that all these parameters noted below are positive.

2 Results and discussion

After formulating a fractional-order for a within-host infection dynamics with adaptive immu-
nity using Caputo derivative operator, some basic results are given in terms of the existence,
uniqueness, positivity of solutions. Then, we find five steady states of the fractional-order viral
model. Moreover, the formula of the basic reproduction number is achieved. We noticed that
the basic reproduction number is written in terms of �1 and �2, which are the infection rate
via the transmission mode virus-to-cell and cell-to-cell, respectively. The theoretical findings
regarding the global stability of the steady states demonstrates that the free-endemic equilib-
rium is stable when the basic reproduction number is below than one. Additionally, the other
endemic steady states are globally asymptotically stable under some specific optimal conditions.
Numerical results are obtained via employing a numerical method derived in the fundamental
theorem of fractional calculus and a three-step Lagrange polynomial interpolation technique.
The numerical findings have two objectives; which are, firstly to validate the theoretical investi-
gation regarding the global stability of the steady states and secondly to demonstrate the impact
of the fractional order on the dynamical behavior of the infection. The numerical results show a
strong agreement between the theoretical and numerical findings, indicating that variations in
the value of ↵ do not influence the stability of any equilibrium points. Based on the numerical
findings, our observations reveal that the value of the fractional order derivative influence the
speed of convergence towards the respective equilibrium. More specifically, when the value of ↵
is small, the convergence of the problem’s solution towards the equilibrium points is faster.

3 Conclusions and Future work

The current paper formulated and studied a fractional-order viral model using the Caputo frac-
tional derivative operator. The model includes five fractional derivatives equations describing
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and exploring the interaction between healthy cells, unhealthy ones, the viral load, and the adap-
tive immunity. Moreover, the fractional-order model investigates how viral infection disseminates
in the human body through the two crucial modes of infection transmission; virus-to-cell and
cell-to-cell and how adaptive immunity fight against the spread of infection. We established
some important results, which are, the existence, positivity and boundedness of the problem’s
solutions, along with determining the basic reproduction number. The proof of global stability
for the equilibria is achieved through the utilization of the Lyapunov approach and La-Salle’s
fractional invariance principle. In order to apply numerical simulations, a numerical method is
developed based on a three-step Lagrange polynomial interpolation technique and arising from
fundamental theorem of fractional calculus. As future perspective, we aim to make a compari-
son between our theoretical findings and the clinical data for some viruses such as COVID-19,
hepatitis B virus or hepatitis C virus. As a second purpose, we are interested by applying and
suggesting a new numerical method this time with four-step Lagrange polynomial interpolation
technique and built via fundamental theorem of fractional calculus.
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Abstract: In this article, we investigate the system of fractional order Chagas vector
spreading model caused by the parasite Trypanosoma cruzi under symmetry analysis. First,
we derive the infinetisimal transformations under which the governing model remain invari-
ant . Then, we construct the exact group invariant solution.
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1 Introduction

Chagas disease, also called American trypanosomiasis, is primarily found in rural South and
Central America. This life-threatening disease is mostly transmitted to humans via the bite
of hematophagous insects from the Triatomine subfamily, popularly known as “kissing bugs”.
They usually live in the wall or roof cracks of poorly built homes in rural or suburban areas,
becoming active at night, biting exposed skin, and defecating near the bite. Chagas disease can
also be spread through blood or blood product transfusions from infected donors, congenital
etc. Deltamethrin is the widely used insecticide for to control the spread of vectors. It is also
be observed that, after the strength of insecticide vanishes, the spread may reoccur. Therefore,
instead of going in trial and error methods, it is essential to frame a mathematical model to
study this phenomena e↵ectively.

Many researchers have formulated mathematical models considering di↵erent factors a↵ecting
the spread of Chagas and its control. For example, the authors in [1], have studied about Chagas
spread by tourists and migrants in European countries. In [2], the authors have studied about
the challenges in treating the disease. The optimised cost e↵ective preventive measure of Chagas
is studied in [3]. For the Chagas re-infestation model and analysis of distinct insecticide spraying
and its e↵ects on the spread of Chagas, we refer[4, 5].

Lie symmetry analysis is one of the powerful and systematic tool to compute exact solutions for a
given nonlinear system of FODEs. Although, the application of symmetry analysis to PDEs[6, 7]
and FPDEs[8, 9] are prevalent, but rarely it is applied to study system of FODEs. The authors
in [10], considered a FODE and derived the point symmetries. For the exact solution of certain
FODEs, we refer [11] whereas, for the exact solution of coupled FODEs, we refer [12]. However,
the system of FODEs with first order[13, 14, 15] is yet to be explored under symmetry analysis.
Hence, this motivates us to carry on the present study.
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2 Basic model and Lie symmetry

In the year 2021 Iyiola et.al [4], derived the model:

d⇢S

dt⇢
= �bIS � r0S � cS + w(N � S � I),

d⇢I

dt⇢
= bIS + cS � (r + r0)I, (1)

S(0) = S0; I(0) = I0,

with (0 < ⇢ < 1), the parameters b is unit to unit infestation, c is the rate of triatomine
migration from sylvatic areas, w is the decay in insecticide strength, r0 is the spraying rate of
general insecticide and r is the spraying of deltamethrin insecticide (specific for triatomine) after
detecting triatomine also N is the number of homes present, S is the susceptible homes present
and I is the infested homes, with the initial susceptible homes S(0) = S0, initial infested homes
I(0) = I0. In our present study, we consider the model (1) and construct the exact solution
using Lie symmetry. Applying prolongation on (1), we obtain:

�(⇢,t)t = �b�I � b S � r0�� c�� w�� w ,

 (⇢,t)
t = b�I + b S + c�� (r + r0) . (2)

We get the infinitesimal transformations as:

⌧ = c1t,

� = �1

2
⇢c1

(2c2 + cr0 + r0w + 3c+ w)

cb
S � c2

(2c+ r0 + 1)

2c
, (3)

 = c1
1

2
⇢

b

(r0 + 1)
I � c2,

and the corresponding symmetry generators:

X1 = t
@

@t
� 1

2
⇢
(2c2 + cr0 + r0w + 3c+ w)

cb
S
@

@S
+

1

2
⇢

b

(r0 + 1)
I
@

@I
,

X2 = �(2c+ r0 + 1)

2c

@

@S
� @

@I
.

3 Exact solution

To construct exact solution, we consider the more general symmetry generator X1 and its asso-
ciated characteristic equation is written as:

dt

t
=

dS

�1

2
⇢c1

⇣2c2 + cr0 + r0w + 3c+ w

cb

⌘
S

=
dI

1

2
⇢
⇣ b

r0 + 1

⌘
I
. (4)

Solving the characteristic equation (4), one can obtain the solution of (1) as:

S =
1

t

⇢

2

⇣2c2 + cr0 + rw + 3c+ w

cb

⌘

+ k1

, I = t

⇢

2

⇣ b

r0 + 1

⌘

+ k2, (5)
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where k1 and k2 are two integration constants. Since, the considered model represents the spread
of Chagas virus, hence we choose I(0) > 0. For our computational work in this paper, we choose
S(0) = 80, I(0) = 20 and N = 100. Consequently, the exact solution of (1) can be rewritten as:

S =
1

t

⇢

2

⇣2c2 + cr0 + rw + 3c+ w

cb

⌘

+ 0.0125

, I = t

⇢

2

⇣ b

r0 + 1

⌘

+ 20. (6)

4 Conclusions and Future work

The fractional order reinfestation model of Chagas virus is studied under symmetry analysis.
We derive the symmetry generators and with the help of method of characteristics, we construct
the exact group invariant solution for the given model. Further, this work can be extended
to discuss the spread of Chagas virus and reinfestation under various physical parameters such
as unit to unit infestation rate b, bug migration from sylvatic areas c, spraying of general r0
and specific r insecticides and its decay w. Furthermore, we are planning to investigate the
behaviour of the solution under the influence of the fractional derivative ⇢.
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Abstract: In this paper, we consider the time-fractional (2+1)-dimensional Patlak-Keller-
Segal system describing chemotaxis process. We construct infinetisimal transformations of
the given model under Lie symmetry analysis. Further, the given system of time-fractional
partial di↵erential equations (PDEs) is reduced to ordinary di↵erential equations (ODEs)
with integer order. Finally, we derive the exact group invariant solution for the given model.

keywords: Patlak-Keller-Segal; exact solution; non-classical symmetry.
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1 Introduction

A human being falls sick if the fundamental composition of the human body (cells) becomes
disordered. Over time, medical practitioners started to analyse, simulate and study about the
disease and its remedy. The essential factor involving cure is that how the chemical component
present in medicine is going to react with infected cell or tumor. The process of cells reacting
to the chemical stimuli in medicine is called Chemotaxis.

Evelyn F Keller and Lee A Segal have formulated a mathematical model for chemotaxis which
was named after them as Keller-Segal model opened new doors for the theoretical study. Later,
the work of Cli↵ord S Patlak has been incorporated and we obtained Patlak-Keller-Segal model
which also considers the direction of chemical and cell movement. Parameters a↵ecting chemo-
taxis include the sensitivity of cells to chemical compounds and reaction nature of both cells and
chemical. In our present work, we consider the Patlak-Keller-Segal model with time-fractional
derivative in the sense of Riemann-Liouville.As di↵erential equations (DEs) with fractional or-
der are very much useful to model the system with memory and hereditary. Recently, many
models have been framed in fractional order to represent di↵erent non-linear phenomena more
accurately[1, 2, 3].

To analyse the given FPDEs, several researchers have developed many e↵ective techniques such
as ARA power series method[4], soliton solutions[5], numerical approximation using Fibonacci
wavelets operational matrix approach[6], natural transform decomposition method[7] and inte-
grated Bernoulli polynomials combined with iteration methods[8].

On the other hand, Lie’s symmetry analysis is one of the systematic and distinguished method
to construct group invariant exact solution for a given FPDEs[9, 10]. Hence, in our study we
apply Lie symmetry analysis to solve the given model.
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1.1 Preliminary

Riemann-Liouville (RL) fractional derivative: For 0 < m � 1 < � < m, the Riemann-
Liouville (RL) fractional derivative with order � is given as:

@�
t f =

8
<

:
1

�(m��)
@m

@tm

Z t

0

f(s)

(t� s)�+1�m
ds, 0 < m� 1 < � < m,

dmf
dtm , � = m.

(1)

Erdelyi-Kober integral operator: Let U(✓) be a smooth function with similarity variable ✓,
then the Erdelyi-Kober fractional integral operator is defined as:

J⌧,�
⇠ U(✓) =

1

�(�)

Z 1

1

z�(⌧+�)

(z � 1)1��
U(✓z

1
⇠ )dz. (2)

The Erdelyi-Kober fractional integral operator can be approximated as [11]:

J (⌧,�)
⇠ U(✓) =

1X

s=0

�sU
(s)(✓)

✓s

s!
, where �s =

sX

j=0

sCj(�1)s�j
�(⌧ + j

⇠ + 1)

�(⌧ + � + j
⇠ + 1)

. (3)

2 Symmetry reduction

The (2+1) Keller-Segal fractional model is considered as[12]:

@�u

@t�
+ a(uxvx + uvxx + uxvy + uvxy + uyvx + uvyx + uyvy + uvyy) = 0, (4)

@�v

@t�
+�v + bvv � buu = 0, (5)

where u(x, y, t) denotes the cell density, v(x, y, t) denotes the chemoattractant concentration, a
is chemotactic sensitivity constant and bu, bv are reaction coe↵ecients of u, v respectively.
From the application of symmetry analysis, one can get the infinitesimal transformations as:

� =
�

2
c1 + c2, ⇠ = 2c1t, ⌘ =

�

2
c1 � c2, ⌫ = �uc1, � = �vc1,

and the corresponding generators are:

X1 =
�

2

@

@x
+

�

2

@

@y
+ 2t

@

@t
+ �u

@

@u
+ �v

@

@y
, X2 =

@

@x
� @

@y
. (6)

2.1 Symmetry reduction

To construct the exact solution of the given model, we consider the two-dimensional optimal
algebra < X1, X2 > . First, we consider characteristic equation of X2 as:

dx

1
=

dy

�1
.

and obtained,

x+ y = k1. (7)
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Using (7) in X1 gives: X11 =
�
2

@
@k1

+2t @
@t + �u @

@u + �v @
@y whose characteristic equation is given

as:

dk1
�
2

=
du

�u
=

dv

�v
=

dt

2t
.

Solving the above equation yields the similarity variables:

⌧ = t�
�
4 k1, u = t

�
2U(⌧), v = t

�
2 V (⌧), (8)

Using (8) through (1) and (2) in (4) we obtain the following reduced FODEs:

(1� 3�

2
� �

2
⇠
d

d⇠
)K

1��
2 ,1��

4
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U + a(4U 0V 0 + 4UV 00) = 0,

(1� �

2
� �

2
⇠
d

d⇠
)K

1� 3�
2 ,1��

4
3�

V + bvV � buU = 0. (9)

3 Exact solutions

To derive the exact solution, the system of FODEs in (9) is converted to system of ODEs with
integer order through (3) as:

✓
1� 3�

2

◆
�(2� �

2 )

�(3� 3�
2 )

U � �

2
⌧
�(2� �

2 )

�(3� 3�
2 )

U 0 + 4a(U 0V 0 + UV 00) = 0,
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2 )

�(3� 5�
2 )

V � �

2
⌧
�(2� 3�

2 )

�(3� 5�
2 )

V 0 � bvV + buU = 0. (10)

Further, (10) can be rewritten as:

K1U �K2⌧U
0 + 4a(U 0V 0 + UV 00) = 0,

K3V �K4⌧V
0 � bvV + buU = 0, (11)

with K1 = (1� 3�
2 )

�(2��
2 )

�(3� 3�
2 )

, K2 =
�
2

�(2��
2 )

�(3� 3�
2 )

, K3 = (1� �
2 )

�(2� 3�
2 )

�(3� 5�
2 )

, K4 =
�
2
�(2� 3�

2 )

�(3� 5�
2 )

.

In order to find the group invariant exact solutions, we consider U = C⌧ ✓1 , V = D⌧ ✓2 . Substi-
tuting it in (11), we get:

K1C⌧ ✓1 �K2C✓1⌧
✓1 + 4a(✓1 · ✓2 · C ·D⌧ ✓1+✓2�2 + C ·D✓2(✓2 � 1)⌧2✓2�2) = 0,

K3D⌧ ✓2 � ✓2K4D⌧ ✓2 � bvD⌧ ✓2 + buC⌧ ✓1 = 0. (12)

Under the invariant condition ✓1 = ✓2 = 2, the system (12) gives:

C =
2K2 �K1

24abu
· (2K4 + bv �K3), D =

2K2 �K1

24a
. (13)

Further, giving rise the exact solution of (4) as:

u =
(2K2 �K1)

24abu
· (2K4 + bv �K3) · (x+ y)2 · t�

�
2 , (14)

v =
2K2 �K1

24a
· (x+ y)2 · t�

�
2 . (15)
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Abstract: The Fractional Calculus of Variations was introduced in 1996/1997 by Riewe in

the context of classical mechanics. Since then, the theory of fractional calculus of variations

and fractional optimal control has been greatly developed: see [1] and references therein. In

this work we introduce a new fractional problem of the calculus of variations with nonstan-

dard boundary conditions. We prove new necessary optimality conditions of Euler–Lagrange

type, providing an illustrative example. Moreover, we develop a power-series method to ap-

proximate the solution of the new class of fractional variational problems. An illustrative

example shows the fast convergence of the proposed method to the solution.

keywords: optimization; calculus of variations; fractional calculus; power series method.
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Abstract: (Special Session 14 : Partial differential equations with nonstandard growth and
applications)
In this talk, we present the Dirichlet problem for a class of Kirchhoff-type degenerate evo-
lution equations involving the p-Laplace operator

ut − a
(
‖∇u‖pLp(Ω)

)
∆pu = ln

(
‖u‖2L2(Ω)

)
|u|q(x,t)−2u, (x, t) ∈ Ω× (0, T )

where the coefficient of diffusion and the source term nonlocally depend on the sought
solution. In particular, we investigate the effects of the presence of nonlocal logarithmic
nonlinearity to the problem. We establish sufficient conditions for local and global in time
solvability of the problem. Sufficient conditions for the blow-up or vanishing of solutions in
a finite time are derived. In addition, the upper bound for the blow-up moment is found.

This talk is based on joint work with Sergey Shmarev.

keywords: p-Kirchhoff; variable exponent; blow-up; logarithmic nonlinearity; non-local;
asymptotic behaviour.
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Abstract: The main goal of this work is to investigate the gradient controllability of frac-
tional sub-di↵usion equations involving  �Caputo derivative of order ↵ 2 (0, 1). We first
introduce a new definition of gradient controllability for the fractional systems, which re-
covers the usual definition of gradient controllability as ↵ ! 1. An approach to guarantee
the gradient controllability of the problem studied using a generalization of HUM Approach
is presented. several examples are presented in the end to illustrate the e↵ectiveness of our
results, where zone actuators and pointwize actuators are respectively considered.
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The subject of fractional integral transforms started in the early 1980's with the publication of 
Namias's paper on the fractional Fourier transform [1]. The fractional Fourier transform, which is a 
generalization of the Fourier transform, did not receive much attention until the 1990's when many 
engineers and physicists realized a number of applications of the transform in optics and signal 
processing [2].  
 
More recently, several other fractional integral transformations, such as fractional Hankel, fractional 
Radon, and fractional wavelet transforms were introduced in the literature, see [3]. The domains of 
these fractional transformations have been extended to larger function spaces, including generalized 
functions and Schwartz distributions and taking values in quaternion and Clifford algebras. 
 
In this talk we will give a brief introduction to the subject of fractional transformations and their 
extensions and then discuss some recent developments on the extensions of the two-dimensional 
coupled fractional Fourier transform and pseudo-differential operators.  
 
Unlike the standard two-dimensional fractional Fourier transform which is a tensor product of two 
one-dimensional transforms, one with parameter α and one with parameter β, the coupled fractional 
Fourier transform is an authentic two-dimensional transform in which the two parameters are  
(α + β)/2 and (α - β)/2. 
 
Keywords: Fractional transformations, distributions, generalized functions. 
MSC: 2020: 44A15; 46F12. 
 
References: 

1) V. Namias, The fractional order Fourier transform and its application to quantum mechanics. 
IMA J. Appl. Math. Vol. 25 (1980). 

2) H. M. Ozaktas, Z. Zalevsky, M. Kutay, The fractional Fourier transform with applications in 
optics and signal processing, John Wiley, New, York (2001). 

1) A. I. Zayed, Fractional Integral Transforms: Theory and Applications, CRC Press (2024). 

                                                                         

443



 

444



International Conference onMathematicalAnalysis andApplications in Science andEngineering

ICMA2SC’24

ISEP Porto-Portugal, June 20 - 22, 2024

On the construction of fractional operators with

normalization

Marc Jornet1?

1
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Abstract: I present some results from arXiv:2403.06198. We show how a rescaling of frac-

tional operators may improve their properties and their applicability in di↵erintegral models.

In the Caputo case, the normalization gives rise to the L-fractional operator, which entails

units time
�1

, di↵erential form, and finite ordinary derivative at the initial condition. For

non-singular kernels, some of their deficiencies may be overcome with normalization, be-

cause the fundamental theorem of calculus holds and there is no inconsistency at the origin.

By generalizing the L-fractional modification, a new probabilistic derivative can be defined,

that is of application in di↵erintegral equations.

keywords: fractional calculus; rescaled operator; probabilistic derivative
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1 Introduction

In [1], we consider and modify fractional operators proposed in the literature. We use the

generic notation Dx(t) here, for the operator D and its evaluation at functions x, where t is the
independent variable (the time). We investigate whether dividing by Dt improves the properties

of the operator:

D̃x(t) :=
Dx(t)

Dt
. (1)

We also address the associated fractional di↵erential equation,

D̃x(t) = f(t, x(t)). (2)

In general, with (1) and (2), we will see that the values of x0(0) and D̃x(0) are more consistent,

and that the vector field f has units time
�1

. Even though the normalization with Dt may seem

simple, it requires the building of a new theory on fractional calculus, especially with regard to

the search of explicit and closed-form solutions. In addition, it provides insight on how to design

a general definition of operator with memory that extends the ordinary derivative.
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2 L-fractional operator (normalization of Caputo)

The L-fractional derivative [2, 3] is defined as the normalization of the Caputo operator,

LD↵x(t) =
CD↵x(t)
CD↵t

=
�(2� ↵)

t1�↵
CD↵x(t), (3)

from AC[0, T ] into L
1
[0, T ]. When x 2 C2

[0, T ],

LD↵x(t) = x0(0) +
1

t1�↵

Z t

0
(t� ⌧)1�↵x00(⌧)d⌧, (4)

pointwise on (0, T ]. The kernel (t � ⌧)1�↵
is non-singular, although the denominator t1�↵

controls the value of
LD↵x(0+) to avoid inconsistencies. It holds x0(0) = LD↵x(0) 2 (�1,1).

Considering (3), an L-fractional di↵erential equation is

LD↵x(t) = f(t, x(t)),

for t 2 (0, T ], with an initial condition or state x(0) = x0. The integral operator is

LJ↵x(t) =
1

�(↵)�(2� ↵)

Z t

0
(t� s)↵�1s1�↵x(s)ds.

The link of L-fractional calculus with probability theory is

LJ↵y(t) = tE[y(tV )], LD↵y(t) = E[y0(tW )], (5)

where V ⇠ Beta(2� ↵,↵) and W ⇠ Beta(1, 1� ↵).

3 A new probabilistic derivative

Based on (5), we define the new linear operator

Dx(t) = E[x0(tW )], (6)

where t 2 [0, T ], x : [0, T ] ! C is (at least) an absolutely continuous function, and W is a

random variable with the requirements:

support(W ) ✓ [0, 1], kWk1 = 1, lim
n!1

nE[Wn
] = 1. (7)

Let W be a fixed random variable satisfying (7). Suppose that there exists another random

variable V , independent of W and with support in [0, 1], such that

WV = U ⇠ Uniform(0, 1).

The associated integral operator to (6) is

J x(t) = tE[x(tV )].

We define the new Mittag-Le✏er-type function

E(s) =
1X

n=0

sn

n!
Qn�1

j=1 E[W j ]
.

Some examples of results:
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Theorem 1 If x : [0, T ] ! C is a continuously di↵erentiable function, then

J �Dx(t) = x(t)� x(0), D � J x(t) = x(t)

for every t 2 [0, T ]. If x is given by an ordinary power series, then

J x(t) =
1X

n=0

xnJ tn =

1X

n=0

xn
tn+1

(n+ 1)E[Wn]
.

Theorem 2 If A 2 Cd⇥d and x0 2 Cd, then

x(t) = E(tA)x0

solves
Dx(t) = Ax(t)

with x(0) = x0, pointwise on [0,1).

4 Modification of operators with non-singular kernel

We consider operators of exponential kernel (Caputo-Fabrizio). Analogous results hold for those

with Mittag-Le✏er kernel. Since

CFD↵t =
1

↵

⇣
1� e

� ↵
1�↵ t

⌘
= c↵(t) ⇠

1

1� ↵
t,

we define

NCFD↵x(t) =
1

(1� ↵)c↵(t)

Z t

0
e
� ↵

1�↵ (t�s)x0(s)ds. (8)

It is clear that the units of (8) are time
�1

, by the division by c↵(t). Therefore, the new operator

represents some sort of rate of change, in contrast to the standard one. Definition (8) is well

posed for t = 0:

NCFD↵x(0) = lim
t!0+

e
� ↵

1�↵ t · 1
t

Z t

0
e

↵
1�↵ sx0(s)ds = x0(0).

One can thus work with di↵erential equations of the form

NCFD↵x(t) = f(t, x(t)),

avoiding inconsistencies at t = 0. The associated integral operator,

NCFJ↵x(t) = (1� ↵)c↵(t)x(t) + ↵

Z t

0
c↵(s)x(s)ds,

does satisfy the fundamental theorem of calculus: for a continuously di↵erentiable function x,

NCFJ↵ � NCFD↵x(t) = x(t)� x(0), NCFD↵ � NCFJ↵x(t) = x(t).
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Abstract: A recently proposed fractional-order mathematical model of the Caputo type was
developed for Ebola [1]. We improve and generalise that model, beginning with its correction.
We then formulate and numerically solve a fractional optimal control (FOC) problem using
the rate of vaccination as the control variable. This work presents research on fitting real data
from Guinea, Liberia, and Sierra Leone, which is available at the World Health Organisation
(WHO). We perform a cost-e↵ectiveness analysis to evaluate the cost and e↵ectiveness of
the control measure during the intervention. We conclude that the fractional control is only
more e�cient than classical control for a portion of the time interval. Hence, we suggest a
system where the derivative order changes over time, becoming fractional or classical when
it makes sense. This type of variable-order fractional model, known as piecewise derivative
with fractional Caputo derivatives, is the most successful in managing the illness.
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Abstract: This paper proposes the extension of a recently proposed analytical identification
method of fractional-order models based on the process reaction curve for the fractional
double-pole plus dead-time model. This procedure is based on three arbitrary points of the
process reaction curve, which is obtained by an open-loop step-test experiment.
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1 Introduction

Recently, di↵erent analytical procedures have been presented for identifying fractional first-
order plus dead-time (FFOPDT) models for processes with overdamped step response [1]. These
procedures are characterized by being based on fitting three points on the process reaction curve
and by their simplicity of implementation.

In this work, a fractional dual-pole plus dead-time (FDPPDT) model identification procedure
is proposed based on three arbitrary points on the process reaction curve, which is obtained by
an open-loop step-test experiment.

2 Results and discussion

The processes considered in this work are characterized by having an S-shaped step response
and can be represented by an FDPPDT model, which transfer function can be expressed as:

P (s) =
Y↵(s)

U(s)
=

Ke�Ls

(1 + Ts↵)2
, (1)

where y↵(t) is the process output, u(t) is the input signal, K is the process gain, T > 0 its
dual-pole time constant, L � 0 its apparent dead time, and ↵ the fractional order of the model.

The time-domain expression for the FDPPDT model (1) response to a step-input signal with
amplitude �u is:

y↵(t) =

8
<

:

0, 0  t < L

K�u

⇢
1�

✓
1 + (t�L)↵

T

◆
E↵

⇥
� 1

T (t� L)↵
⇤�

, t � L
(2)
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Figure 1: Complete diagram of the procedure to identify the parameters of the fractional-order
model considering three arbitrary points on the process reaction curve.

where the output signal change is �y = K · �u and E↵ is the one-parameter Mittag-Le✏er
function.

General equations:

The following set of equations includes the general expressions that have been derived for de-
termining the parameters of the FDPPDT model, ✓P = {K,T, L,↵}, using the times required
for the response to reach any three points on the reaction curve, {�y,�u, tx1, tx2, tx3}:

8
>><

>>:

K = �y
�u

↵ = f1(�)
T = f2(↵)

�
tx3 � tx1

�↵

L = max
⇥
tx3 � f3(↵)T 1/↵, 0

⇤
(3)

Figure 1 shows schematically the procedure to obtain the functions f1(�), f2(↵) and f3(↵) from
experimental data. It also shows the procedure to estimate the parameters of the FDPPDT
model from three arbitrary points (x1-x2-x3%) on the process reaction curve.

Experimental results:

For illustrative purposes, the following higher-order lag-dominated fractional-order process model,
suggested in [4], is used:

P1(s) =
K1

(1 + T1s�1)n
, (4)

where K1 = 2, T1 = 1 s, n = 5, and �1 = 0.85.

The parameters of the FDPPDT model have been determined using the proposed method. In
addition, several FFOPDT models for the process P1 have also been obtained using various
fractional identification methods. More specifically, FFOPDT models have been obtained using
the methods based on the reaction curve of the process proposed by Gude et al. in [2], in [3]
for the symmetrical set of points (5-50-95%) and (10-50-90%), and following the three strategies
proposed by Tavakoli-Kakhki in [4].

Table 1 shows the accuracy of each of the identified models in terms of the mean squared error
(S) between the step response of the identified model and the reaction curve of process P1.

2 452

Jorge Mendonça



Table 1: Time-domain performance index values S(✓1,j) determined using the models estimated
using di↵erent identification procedures for the process P1.

j Technique Model Set of points S(✓1,j)
1 Proposed FDPPDT (10-50-90%) 6.25 · 10�5

2 Gude Mittag-Le✏er [2] FFOPDT (10-90%) 2.56 · 10�4

3 Gude Symmetrical [3] FFOPDT (5-50-95%) 6.29 · 10�4

4 Gude Symmetrical [3] FFOPDT (10-50-90%) 9.19 · 10�4

5 Tavakoli-Kakhki 1 [4] FFOPDT � 1.10 · 10�3

6 Tavakoli-Kakhki 2 [4] FFOPDT � 1.80 · 10�3

7 Tavakoli-Kakhki 3 [4] FFOPDT � 5.58 · 10�4

NS = 2, 501

This table illustrates that the proposed method reduces the value of S by 74%, 90%, 93%,
94%, 96%, and 87% compared to the procedures proposed by Gude with the Mittag-Le✏er
based method, for the symmetrical method with (5-50-95%) and (10-50-90%), and for the three
strategies proposed by Tavakoli-Kakhki, respectively.

3 Conclusions and Future work

This paper presents a new method to identify FDPPDT models applied to describe the dynamic
behavior of processes with overdamped step response. The proposed approach uses information
collected from the process reaction curve obtained by applying an open-loop step test experiment.

The authors believe that this approach that finds an appropriate balance between simplicity of
the procedure and accuracy of the identified model will promote the adoption of this type of
reduced-order fractional models at the industrial level.
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              Abstract: Two new basic complex rheological models of ideal materials, fractional type are defined by structural 

formulas and constitutive relations. A new model the fluid - Newron's ideally viscous fluid flow, fractional type, 
was introduced. A new modified Kelvin-Voigt's model, fractional type, was defined in parallel coupling of 
Newron's ideally viscous fluid flow, fractional type with Hooke's ideally elastic material model. By series linking 
the new model the fluid - Newron's ideally viscous fluid flow, fractional type with the model Hooke's ideally elastic 
material, a new modified model Maxwell's model of fractional type is defined, which is one of the two basic 
complex models of ideal materials. Two new rheological dynamic systems of the fractional type, oscillator or 
crawler type were formed as dynamic systems, which in their structure contain, as a link, standard light models of 
the fractional type, defined as complex rheological models of materials. Their dynamics are described by 
differential equations of fractional order and the dualities of their dynamics are shown. The emergence of internal 
degrees of freedom of movement was indicated. 
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1 Introduction 

 
The author, together with his colleagues, previously researched the dynamics of 
oscillating discrete systems with one and more degrees of freedom of oscillation, of the 
fractional type, applying the mathematical description with differential equations of the 
fractional order. For details, see References [1, 2]. Reference [3] shows the results of 
research on the topic Elements of mathematical phenomenology and analogies of 
electrical and mechanical oscillators of the fractional type with finite number of degrees 
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of freedom of oscillations: linear and nonlinear modes. 
In this paper, only a small part of the author's new, not jet published, scientific results, 
which she obtained in a more complex research on rheological models [4] of ideal 
materials and the dynamics of rheological dynamic systems, fractional type, is obtained. 
The author, in a more complex investigation, obtained a large number of results about 
numerous new rheological models, of fractional type, with appropriate structural, 
formulas and constitutive relations, which contain differential operators of fractional 
order. Graphs of the structures of the basic complex rheological models of ideal materials, 
of the fractional type, with the accompanying differential connections of normal stresses 
and axial dilations, of the fractional order, are obtained. The compensation elasticity 
surface, as well as the stress relaxation property, are obtained as a function of time and 
the exponent of the order of fractional differentiation. An overview of a series of complex 
rheological models, fraction type with accompanying constitutive relations, fractional 
order and corresponding Laplace transformations of the solution, which describe the 
properties of normal stress or axial dilatation of the material model is also new research 
results. Some models describe the properties of ideal materials, which can be elasto-
viscous solids, or visco-elastic fluids. 
Using the newly introduced basic complex, as well as hybrid complex rheological 
models, of the fractional type, the dynamics of a series of mechanical rheological systems 
of oscillators or pulsators, of the fractional type, with corresponding independent 
generalized coordinates, external and internal degrees of freedom of movement were 
studied. Laplace transformations of solutions for independent generalized coordinates, 
external and internal degrees of freedom of system dynamics were determined. On those 
specimens, it was shown that complex rheological models, of the fractional type, 
introduce internal degrees of freedom into the dynamics of the rheological dynamical 
system. New tasks appear, as challenges for mathematicians, translating Laplace 
transformations of solutions by coordinates, by mechanical normal stress or axial 
dilations into the time domain. A number of those translations of Laplace transformations 
of solutions into the time domain were done by the author. 

 
2 Two models of basic complex ideal materials fractional type 

 
The basic material models are [4]: 
* Hooke's ideally elastic material – a solid body with the property of ideal elasticity 
* Newron's ideal viscous material - viscous fluid with the property of viscous fluid flow 
* Saint Venant's ideal plastic material - a rigid body with the property of plastic yielding when the load 
exceeds the yield point 
In this paper, we intend to introduce one more ideal models based on their characteristics. The first new 
model is a generalization of the model of Newron's ideally viscous material based on the constitutive 
relationship between the normal stress and the rate of axial dilatation by derivation of non-integer order, 
by introducing a differential operator of non-integer, fractional order [3], 

   ( )  ( ) ( )( ) ( )
( )

( )
10

1
1

0


−−

===  



 





 for,d

t
x

dt
dtx

dt
txdtx

t

t                       (1) 

(for example,  zt,z  
 E= ), in which    is determined by an exponent   10        between zero and 

one. It is a generalization of the viscous dissipative element and includes it. 
Such models of basic ideal materials with pure ideal properties, can be combined into hybrid complex 
models, where by one pair of models of basic materials can be connected in two ways:  
a*serial – in a series, which is indicated by a horizontal line ''-'' between the elements;  
and  b* parallel, which is indicated by a vertical line ''/'' between the elements. 
The picture   shows the models of basic complex materials from two basic models of ideal materials, 
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fractional type. Modified Kelvin's or Voigt's model of the fractional type, denoted by and it is one of 
the two basic complex models of ideal materials, created from two basic models of ideal materials 
connected in parallel, Hooke's ideally elastic and modified Newton's fractional fluid type and has 
structural formula ( ) NHK /= , see model presented at right part in Figure 1. Modified Maxwell's 
model of fractional type, is one of the two basic complex models of materials, M , ordinarily (serially) 
connected basic models of ideal materials Hooke's H  ideally elastic and modified and Newton's ideal 
fluid N  fractional type has the structural formula ( ) NHM −= , see model presented at left part in 
Figure 2. 
 
3 Two rheological dynamical systems fractional type 
3.1.  The rheological dynamical oscillator fractional type 
 

а)

 

 

( ) ( )  12120 xxcxxc t −+−−= 
KF

 

 ( )t  

( )t  

 

 

E  E  

 

( )tF  

( ) NHK /=  

1x  2x  

1m  
2m  

 ,c,c0  

( ) ( )00 += tsimt FF   b) M  
Figure 1. a)System of two material points, mass 1m   and 2m   bound by an easy modified Kelvin-Voigt model, 
fractional type, stiffness 0c  and c , , as a system with two degrees of freedom of movement, and one degree of 
freedom of oscillation, of one material point in relation to the second, whose positions are determined by 
coordinates 1x   and 2x ; b) Graphic representation of the space surface of a particular solution of an ordinary 
inhomogeneous differential equation, fractional order, which describes the elongation ( )tx prtt  of the forced 
mode, fractional type, for an oscillator with one degree of freedom of forced oscillations, fractional type, in the 
coordinate system:  ( )tx prtt   elongation of the forced mode, time and exponent    of the fractional order of 

differentiation in the interval, 10   , and for the circular frequency . 100 =  
 
We introduce the symbols ( )

21

212
0 mm

mmc~ +
= ,  ( )

21

212

mm
mmc~ +

=  and ( )
21

001

mm
tsinFmh~ +

= ,we introduce a new 

independent generalized coordinate ( ) ( ) ( ) txtxtx 12 −= , which represents the relative displacement of 
one material point in relation to another. Now, we write the ordinary inhomogeneous differential 
equation, of fractional order, of the oscillation of one material point with respect to another, in the form: 
  ( ) ( ) ( )  ( )0

22
0  

 +=++ tsinh~tx~tx~tx t  
Then the analytical approximate solution of the previous non-homogeneous ordinary differential 
equation, of fractional order, from the interval is of the form: 
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3.2.  The rheological dynamical crawler, fractional type 

Let's introduce the following notations: 
m
c02

0 =   
m
c

 =2  
m
Fh 0

0 = , and cores- 

ponding systems of inhomogeneous differential equations of fractional order, dynamics of rheological 
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u u  

( )t  

( )t  

E  

E  

( ) NHM −=  

0=um  

( )( ) ( )( )txmtxFiner  −=
 

c,c0  

( )txu  

( ) ( )( ) ( ) ( ) txtxctx,txP utu −=− 
N  

( )tx  

( )( )txFiner 
 

( ) ( )( )tx,txF uc  

m  

0=um  

( )( ) ( )( ) 0=−= txmtxF uuuiner 
 

( ) ( )( )tx,txP uN  

( ) ( )( ) ( ) ( ) txtxctx,txP utu −−= 
N  

( )( )txF uc  

( )( ) ( )txctxF uuc 9−=  

0=um  

c,c0  

( )txu  
( )tx  

( )( )txFiner 
 

( ) ( )  ( )
 tu ,tx,txPN  

m  

0=um  

( ) ( )00 += tsimt FF
 

( ) ( )00 += tsimt FF  

( )tF  

( ) ( )00 += tsimt FF  

( )tF  

 
 

dynamic systems of fractional order from Figure 2, are in the form: 

  ( ) ( )  ( )001
2  
 +=−+ tsinhtxtxx ,ut

       ( ) ( )( ) ( )001
2
0  +==−+ tsinhtxtxx ,u  

  ( ) ( )  ( ) 01
2
01

2 =+−− txtxtx ,u,ut
 

    ( ) ( )( ) ( )  01
2

1
2
0 =+−− txtxtx ,ut,u


  (3) 

Laolace's transformation ( ) tx  of the  external independent generalized coordinate ( ) tx  and Laolace's 
transform ( ) tx ,u 1  of the internal independent generalized coordinate ( )tx ,u 1  in the form: 
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22
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4 Conclusions and Future work 
 
By comparing the obtained expressions for both natural and forced movements of the material 
point, we see that the way of predicting this structure of the modified rheological Maxwell 
model of the ideal, fractional type, has a greater influence on the resulting movement-creep 
of the system elements. 
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Figure 2. Rheological dynamic system 
(shown in up part of the figure) of one 
material point, mass m  bound by a 
basic complex Maxwell model of ideal, 
fractional type of material, with the 
property of stress relaxation, stiffness 
c  and c , as a system with one external 
and one internal degree of freedom of 
movement, whose positions are 
determined by independent generalized 
coordinates x   and 1,ux ; On the lower 
part of the scaffold, reverse the order of 
tying the structure of the light basic 
complex Maxwell model of the ideal, 
fractional type, material; 
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Abstract: A novel crossover model for monkeypox disease that incorporates  -Caputo frac-
tional derivatives is presented here, where we use a simple nonstandard kernel function  .
We can be obtained have the Caputo and Caputo-Katugampola derivatives as special cases
from the proposed derivative. Four di↵erent models of variable-order, fractional order, frac-
tal fractional, and fractional stochastic derivatives driven by fractional Brownian motion
(FBM) are defined in four-time intervals for the crossover dynamics model.  -nonstandard
finite di↵erence method ( -NFDM) is constructed to solve the mathematical models of
variable order, fractional order, and fractal fractional order. Also, the nonstandard modi-
fied Euler Maruyama method (NMEMM) is used to study the fractional stochastic model.
Numerous numerical tests and comparisons with real data were conducted to validate the
methods’ e�cacy and support the theoretical conclusions.
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1 Introduction

The mathematical model of monkeypox disease [1] was extended to -Caputo piecewise fractional-
variable-order-fractal-fractional-fractional stochastic monkeypox disease in the following by em-
ploying the concept of a piecewise di↵erential equation system. The deterministic model is
extended fractional using  -Caputo operator in the range 0 < t  t1 and using  -Caputo vari-
able order operator in the range t1 < t  t2, and fractal-fractional order in t2 < t  t3, the
fractional stochastic di↵erential equation (FSDE) is extended in the range t3 < t  Tf . In order
to be compatible with the physical model problem, a new parameter ⇣ is given. Additionally,
by adding an auxiliary parameter called ⇣ to the variable order fractional model, we prevent
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dimensional incompatibilities [2]. The resulting system can be written as follows:

8
>>>>>>>>>>>>>><

>>>>>>>>>>>>>>:

⇣
µ�1C

D
µ, 

SH = AH � (b1+b2)IH(t)SH(t)
NH

+ vQH �mHSH ,

⇣
µ�1C

D
µ, 

EH = (b1+b2)IH(t)SH(t)
NH

� (a1 + a2 +mH)EH , 0 < t  t1,

⇣
µ�1C

D
µ, 

IH = a1EH � (mH + dH + r)IH ,

⇣
µ�1C

D
µ, 

QH = a2EH � (v + u+mH + dH)QH ,

⇣
µ�1C

D
µ, 

RH = rIH + uQH �mHRH ,

⇣
µ�1C

D
µ, 

SR = AR � b3SRIR

NR

�mRSR,

⇣
µ�1C

D
µ, 

ER = b3SRIR

NR

� (a3 +mR)ER,

⇣
µ�1C

D
µ, 

IR = a3EH � (dR +mR)IR,

(1)

with initial conditions

IH(t0) = iH0 � 0, SH(t0) = sH0 � 0, EH(t0) = eH0 � 0,

RH(t0) = rH0 � 0, SR(t0) = sr0 � 0, ER(t0) = eR0 � 0,

IR(t0) = iR0 � 0, QH(t0) = qH0 � 0. (2)

In t2 � t > t1, the model can be represented in the following way:

8
>>>>>>>>>>>>>><

>>>>>>>>>>>>>>:

⇣
µ(t)�1C

D
µ(t), 

SH = AH � (b1+b2)IH(t)SH(t)
NH

+ vQH �mHSH ,

⇣
µ(t)�1C

D
µ(t), 

EH = (b1+b2)IH(t)SH(t)
NH

� (a1 + a2 +mH)EH , t2 � t > t1,

⇣
µ(t)�1C

D
µ(t), 

IH = a1EH � (mH + dH + r)IH ,

⇣
µ(t)�1C

D
µ(t), 

QH = a2EH � (v + u+mH + dH)QH ,

⇣
µ(t)�1C

D
µ(t), 

RH = rIH + uQH �mHRH ,

⇣
µ(t)�1C

D
µ(t), 

SR = AR � b3SRIR

NR

�mRSR,

⇣
µ(t)�1C

D
µ(t), 

ER = b3SRIR

NR

� (a3 +mR)ER,

⇣
µ(t)�1C

D
µ(t), 

IR = a3EH � (dR +mR)IR,

(3)

SH(t1) = sH1 � 0, EH(t1) = eH1 � 0, IH(t1) = iH1 � 0, QH(t1) = qH1 � 0,

RH(t1) = rH1 � 0, SR(t1) = sr1 � 0, ER(t1) = eR1 � 0, IR(t1) = iR1 � 0. (4)

In t3 � t > t2‘, the model can be represented in the following way:

8
>>>>>>>>>>>>>><

>>>>>>>>>>>>>>:

⇣
µ�1C

D
µ,⌫, 

SH = AH � (b1+b2)IH(t)SH(t)
NH

+ vQH �mHSH ,

⇣
µ�1C

D
µ,⌫, 

EH = (b1+b2)IH(t)SH(t)
NH

� (a1 + a2 +mH)EH , t3 � t > t2,

⇣
µ�1C

D
µ,⌫, 

IH = a1EH � (mH + dH + r)IH ,

⇣
µ�1C

D
µ,⌫, 

QH = a2EH � (v + u+mH + dH)QH ,

⇣
µ�1C

D
µ,⌫, 

RH = rIH + uQH �mHRH ,

⇣
µ�1C

D
µ,⌫, 

SR = AR � b3SRIR

NR

�mRSR,

⇣
µ�1C

D
µ,⌫, 

ER = b3SRIR

NR

� (a3 +mR)ER,

⇣
µ�1C

D
µ,⌫, 

IR = a3EH � (dR +mR)IR,

(5)

with

SH(t2) = sH2 � 0, EH(t2) = eH2 � 0, IH(t2) = iH2 � 0, QH(t2) = qH2 � 0,

RH(t2) = rH2 � 0, SR(t2) = sr2 � 0, ER(t2) = eR2 � 0, IR(t2) = iR2 � 0, (6)
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In Tf � t > t3, the model can be represented in the following way:

8
>>>>>>>>>>>>>><

>>>>>>>>>>>>>>:

dSH = (AH � (b1+b2)IH(t)SH

( t)NH + vQH �mHSH)dt+ �1SH(t)dBH
⇤

1 ,

dEH = ( (b1+b2)IH(t)SH(t)
NH

� (a1 + a2 +mH)EH)dt+ �2EH(t)dBH
⇤

2 , Tf � t > t3,

dIH = (a1EH � (mH + dH + r)IH)dt+ �3IH(t)dBH
⇤

3 ,

dQH = (a2EH � (v + u+mH + dH)QH)dt+ �4QH(t)dBH
⇤

4 ,

dRH = (rIH + uQH �mHRH)dt+ �5EH(t)dBH
⇤

5 ,

dSR = (AR � b3SRIR

NR

�mRSR)dt+ �6SR(t)dBH
⇤

6 ,

dER = ( b3SRIR

NR

� (a3 +mR)ER)dt+ �7ER(t)dBH
⇤

7 ,

dIR = (a3EH � (dR +mR)IR)dt+ �8IR(t)dBH
⇤

8 ,

(7)

SH(t3) = sH3 � 0, EH(t3) = eH3 � 0, IH(t3) = iH3 � 0, QH(t3) = qH3 � 0,

RH(t3) = rH3 � 0, SR(t3) = sr3 � 0, ER(t3) = eR3 � 0, IR(t3) = iR3 � 0, (8)

2 Results and discussion

Figure 1: Monkeypox data from the United States (June 13 to September 16, 2022), with a
7-day moving average fitted compared with the obtained results when ✏ = 1, % = 0, ⌘ = 1, H⇤ =
0.5, µ = 0.98, ⌫ = 0.98, µ(t) = 0.99� 0.001t.

3 Conclusions and Future Work

This study focuses on studying a novel crossover models for monkeypox disease that incorporates
 -Caputo fractional derivatives. Four di↵erent models of variable-order, fractional order, fractal
fractional, and fractional stochastic derivatives are defined in four-time subintervals. Two simple
numerical methods were constructed to solve the proposed models. These methods are  -NSFD
to solve the deterministic models and NMEMM to solve the fractional stochastic di↵erential
equations driven by FBM. The selection of this generalized-Caputo operator in our work is
grounded in several merits that make it a suitable choice for our study due to its versatility,
suitability for modeling fractional order systems, and its ability to capture complex dynamics.
Overall, our  -fractional system can be reduced to a classical Caputo system using  (t) =
t, ⌘ = 1, ✏ = 1, % = 0, and Caputo-Katugampola derivative when  (t) = t

✏
, ⌘ = 1, % = 0.
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Figure 2: Monkeypox data from the United States (June 13 to September 16, 2022), with a
7-day moving average fitted compared with the obtained results when ✏ = 0.97, % = 0.95, ⌘ =
0.98, H⇤ = 0.98, µ = 0.97, ⌫ = 0.95, µ(t) = 0.99� 0.001t.

We demonstrated from comparing our result with real data that it is not necessary to use
nontrivial functions  to advance the state of the art. Indeed, we outperform existing classical
and fractional models in the literature by using a simple nonstandard kernel function. In future
work, we will extend this work to control the proposed model problem with time delay.
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Abstract: The major goal of this research study is to solve the fractional order Wolbachia invasive model (FWIM) by 

developing a computational framework based on the Bayesian regularization backpropagation neural network (BRB-NN) 

approach. The dynamics of the Wolbachia model categorized into four classes, namely Wolbachia-uninfected aquatic 

mosquitoes (𝐴𝑛), Wolbachia-uninfected adult female mosquitoes (𝐹𝑛), Wolbachia-infected aquatic mosquitoes (𝐴𝑤), and 

Wolbachia-infected adult female mosquitoes (𝐹𝑤). We incorporate incomplete cytoplasmic incompatibility and imperfect 

maternal transmission. We investigate the three different cases of the fractional order derivative (𝛼 = 0.5,0.7,0.9), and 

reproduction rate of Wolbachia-infected mosquitoes (𝜙𝑤 = 1.0,1.5,2.0) on the dynamics of mosquitoes. The proposed 

Bayesian regularization backpropagation scheme is applied to three distinct cases using 80% and 20% of the created dataset 

for training and testing, respectively, with 15 hidden neurons. Comparisons of the results are presented to verify the validity of 

the proposed technique for solving the model. The Bayesian regularization approach is used to minimize the mean square error 

(MSE) for the fractional order Wolbachia invasive model. The achieved results are based on MSE, correlation, state transitions, 

error histograms, and regression analysis to confirm the effectiveness of the suggested approach. Additionally, the absolute 

error value modifies the designed approach’s accuracy. 
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1 Introduction

This paper is concerned with the identification of explicit commensurate fractional order models
with one or two poles from frequency responses, often referred to as first and second species
transfer functions. They are, with ⌫ > 0 and !0 > 0,

Fc1(s) =
1

1 +
⇣

s
!0

⌘⌫ (1)

Fc2(s) =
K

1 + 2⇣
⇣

1
!0

⌘⌫
+

⇣
s
!0

⌘2⌫ (2)

Identification from a frequency response can always be carried out using the Levy method [4],
but it requires knowing in advance the orders of both numerator and denominator and the
fractional order. Here, we present simple methods to estimate the parameters of (1)–(2).

2 One pseudo-pole

Making ⌦ = !
!0
, the frequency response of (1) is

Fi1(j!) =
1

1 +
⇣
j!
!0

⌘⌫ =
1

1 + cos ⌫⇡
2

⇣
!
!0

⌘⌫
+ j sin ⌫⇡

2

⇣
!
!0

⌘⌫ (3)

20 log10 |Fi1(⌦)| = �20 log10

���1 + cos
⌫⇡

2
⌦⌫ + j sin

⌫⇡

2
⌦⌫

���

= �10 log10

⇣
1 + 2 cos

⌫⇡

2
⌦⌫ + cos2

⌫⇡

2
⌦2⌫ + sin2

⌫⇡

2
⌦2⌫

⌘

= �10 log10

⇣
1 + 2 cos

⌫⇡

2
⌦⌫ + ⌦2⌫

⌘
(4)
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\Fi1(⌦) = \1� \
⇣
1 + cos

⌫⇡

2
⌦⌫ + j sin

⌫⇡

2
⌦⌫

⌘

= � arctan
sin ⌫⇡

2 ⌦⌫

1 + cos ⌫⇡
2 ⌦⌫

(5)

To identify a model given by (1), the order ⌫ can be found from the from the behaviour at high
frequencies, where the phase is constant and equal to �⌫90�, and the gain varies linearly with
the logarithm of the frequency, with a �20⌫ dB/decade. This is the only practical method if
there is no resonance peak, which appears [5] when ⌫ > 1, at frequency

✓
!

!0

◆⌫

= � cos
⌫⇡

2
, ! = !0

⇣
� cos

⌫⇡

2

⌘ 1
⌫

(6)

and with an amplitude given by (4) evaluated at (6):

max 20 log10 |Fi1(⌦)| = �10 log10

✓
1 + 2 cos

⌫⇡

2

⇣
� cos

⌫⇡

2

⌘
+

⇣
� cos

⌫⇡

2

⌘2
◆

= �10 log10

✓⇣
sin

⌫⇡

2

⌘2
◆

= �20 log10

���sin
⌫⇡

2

��� (7)

Then, we can find the order from the peak value inverting (7), ⌫ = 2
⇡ arcsin 1

max |Fi1(⌦)| , and the

value of !0 can then be found from the peak frequency using (6):

!0 = !peak

⇣
� cos

⌫⇡

2

⌘� 1
⌫

(8)

3 Two pseudo-poles

Making again ⌦ = !
!0
, the frequency response of (2) is [2]

Fi2(j!) =
1

1 + 2⇣
⇣
j!
!0

⌘⌫
+

⇣
j!
!0

⌘2⌫

=
1

1 + 2⇣ cos ⌫⇡
2

⇣
!
!0

⌘⌫
+ cos (⌫⇡)

⇣
!
!0

⌘2⌫
+ j2⇣ sin ⌫⇡

2

⇣
!
!0

⌘⌫
+ j sin (⌫⇡)

⇣
!
!0

⌘2⌫

(9)

20 log10 |Fi2(⌦)| = �20 log10

���1 + 2⇣ cos
⌫⇡

2
⌦⌫ + cos (⌫⇡)⌦2⌫ + j2⇣ sin

⌫⇡

2
⌦⌫ + j sin (⌫⇡)⌦2⌫

���

= �10 log10 (1+ 4⇣2 cos2
⌫⇡

2
⌦2⌫ + cos2 (⌫⇡)⌦4⌫ + 4⇣ cos

⌫⇡

2
⌦⌫ + 2 cos (⌫⇡)⌦2⌫ + 4⇣ cos

⌫⇡

2
cos (⌫⇡)⌦3⌫ + . . .

. . .+ 4⇣2 sin2
⌫⇡

2
⌦2⌫ + 4⇣ sin

⌫⇡

2
sin (⌫⇡)⌦3⌫ + sin2 (⌫⇡)⌦4⌫

⌘

= �10 log10

⇣
1 + 4⇣2⌦2⌫ + ⌦4⌫ + 4⇣ cos

⌫⇡

2
⌦⌫ + 2 cos (⌫⇡)⌦2⌫ + 4⇣ cos

⌫⇡

2
⌦3⌫

⌘

(10)

\Fi1(⌦) = \1� \
⇣
1 + 2⇣ cos

⌫⇡

2
⌦⌫ + cos (⌫⇡)⌦2⌫ + j2⇣ sin

⌫⇡

2
⌦⌫ + j sin (⌫⇡)⌦2⌫

⌘

= � arctan
2⇣ sin ⌫⇡

2 ⌦⌫ + sin (⌫⇡)⌦2⌫

1 + 2⇣ cos ⌫⇡
2 ⌦⌫ + cos (⌫⇡)⌦2⌫

(11)

It can be shown [5] (from the Matignon theorem [3]) that, for ⌫ < 2, the limit between stability
and unstability is given by ⇣ = � cos ⌫⇡

2 , and that [2, 1] when the system is stable there are four
possibilities, as seen in Figure 1:
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Figure 1: Zones of the (⌫, ⇣) plane where there are zero or one resonance peaks for (2). Extracted
from [1].

(a) There may be no resonant frequencies. In this case, the slope of the gain in always negative.

(b) There may be one resonant frequency, if the slope of the gain is positive for low frequencies,
and negative after the resonance.

(c) There may be one resonant frequency, if the slope of the gain is negative for both low and
high frequencies, but positive in-between.

(d) There may be two resonant frequencies. In this case,(2) can be written as the product
of two transfer functions with one root (1), having the same fractional order ⌫ (otherwise
their product would be non-commensurable), and having one resonant peak each.

In this last case, the maximum value of the gain is found at the first peak, since the two peaks
result from the superposition of two systems with one root, both with a maximum value of the
gain given by (7). Consequently, the peak value can be approximated by (7):

max 20 log10 |Fi2(⌦)| > �20 log10

���sin
⌫⇡

2

��� (12)

The actual value is always larger, since the contribution of the other pole is being neglected. A
better approximation can be found using the exact expression of the gain (10) with an approx-
imation of the frequency peak. Combining denominator roots

✓
s

!0

◆⌫

=
�2⇣ ±

p
4⇣2 � 4

2
, s⌫ = !⌫

0

⇣
�⇣ ±

p
⇣2 � 1

⌘
(13)

with peak frequency (6) results in

!1 ⇡ !0

⇣
�⇣ �

p
⇣2 � 1

⌘ 1
⌫
⇣
� cos

⌫⇡

2

⌘ 1
⌫

(14)

!2 ⇡ !0

⇣
�⇣ +

p
⇣2 � 1

⌘ 1
⌫
⇣
� cos

⌫⇡

2

⌘ 1
⌫

(15)

The actual values will be below !1 and above !2, since the contribution of each pole on the
other’s is being neglected. They are separated by

log10�! = log10
!0

⇣
�⇣ +

p
⇣2 � 1

⌘ 1
⌫ �

� cos ⌫⇡
2

� 1
⌫

!0

⇣
�⇣ �

p
⇣2 � 1

⌘ 1
⌫ �

� cos ⌫⇡
2

� 1
⌫

=
1

⌫
log10

�⇣ +
p
⇣2 � 1

�⇣ �
p
⇣2 � 1

decades (16)
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If log10�! is one decade or more, it is reasonable to approximate the second peak from the gain
slope of the first, which is �20⌫ dB/decade:

|G(j!2)| ⇡ �20 log 10
�⇣ +

p
⇣2 � 1

�⇣ �
p

⇣2 � 1
� 20 log10

���sin
⌫⇡

2

��� (17)

Expressions (12)–(14) can be used when there is only one resonance peak, and ⇣ > 1. When ⇣ <
1, di↵erent approximations are needed, which can be found numerically, and will be established
and shown during this paper’s presentation.

To identify a model given by (2), the order ⌫ can be found from the from the behaviour at high
frequencies, where the phase is constant and equal to �⌫180�, and the gain varies linearly with
the logarithm of the frequency, with a �40⌫ dB/decade. This is the only practical method if
there is no resonance peak. If there are one or two resonance peaks, the order ⌫ > 1 can be
found from (12), and then ⇣ can be found from (14). If there are two resonance peaks, these
values can be confirmed from (16)–(17). If, however, ⌫ < 1, then it is necessary to invert the
numerical expressions mentioned above that apply in that case.

4 Conclusions and Future work

Similar expressions and methods would be useful for non-commensurable systems as well.
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